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ANALYSIS OF DISTRIBUTED-EMISSION 

CROSSED-FIELD AMPLIFIERS 

I.  Introduction 

This final report describes the work performed by Shared 

Applications, Inc.  toward the computer simulation of 

distributed-emission crossed-field amplifiers since the 

previous report  of January 1977, and summarizes the results 

of the entire project. 

The Raytheon Company Microwave and Power Tube Division, 

Waltham, Massachusetts, is manufacturing the QKS 1842 tube 

to provide 175 kW peak output power over a narrow bandwidth 

with 5.5 kW of RF drive.  Consequently, the effort at SAI 

has been directed toward improved simulation of the QKS 1842 

at a single frequency of 9.75 GHz (see Section II).  This 

report also describes earlier results for the QKS 1705 over 

the 9.5-10 GHz frequency band (Section III) and contrasts 

the computed behavior of the backward-wave CFA's with that 

of a forward-wave CFA, the Varian SFD-243 (Section IV). 

A physical explanation for the hot-to-cold variation 

of the RF-circuit phase delay (Section V) shows that the 

measured delay is increased if the RF circuit current lags 

the RF voltage wave and is reduced if the RF current leads. 

The measured delay is seen externally to act in the forward- 

wave direction in both forward- and backward-wave tubes. 

An investigation of the off-center cathode (Section VI) 

yielded predictions of greater RF gain and greater anode 
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current but reduced efficiency.  Tests of the program with 

ten and twenty steps per cyclotron period, up to 6,787 

simulation particles, and alternative RF-circuit and motion 

equations show that model refinement gives quantitative 

improvement at the penalty of increased computational cost 

(Sections VII and VIII, Appendices A, B and C).  For quali- 

tative purposes, however, the 4,000-rod model with twenty 

time steps per cyclotron period is considered adequate. 

The starting conditions in a cold-cathode CFA are 

being treated as a separate problem from the steady-state 
2 

operation.  The analytical ballistic theory of Shaw has 

been applied to the Raytheon tubes.  However, the results 

show only partial agreement with measurement (Section IX). 

A full ballistic computation in cylindrical geometry 

(Appendices D and E) gives similar results to Shaw's theory 

Section X describes alternative methods that SAI has 

tested for deriving the RF output power in the backward- 

wave tube instead of supplying this as an input variable 

as is done at present.  The model of the entire reentrant 

tube, developed in this study for the ballistic starting 

calculations, has considerable potential, and the computer 

capacity for a larger simulation program of this type is 

considered in Section XI.  Section XII reviews the work of 

the project. 

II.  Computed Results for the QKS 1842 

A.  Numerical Results.  Simulation runs have been per- 

formed for the QKS 1842 using the voltage and RF power 
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levels supplied by Raytheon and shown in Table 1.  The 

results (Table 2) show at least good qualitative agree- 

ment with measured values and clarify the physical mecha- 

nisms acting in the tube. 

Adjustments to the parameters supplied to the program 

are as follows: 

1. The magnetic field is reduced to compensate for 

the rectangular geometry (the experimental device has 

cylindrical geometry), with the value chosen to provide 

near synchronism of the RF current and voltage on the circuit 

2. The RF impedance is doubled to 15 0.  from the measured 

value of 7.5 0.  in order to increase the computed gain to a 

realistic value. 

3. Twenty time steps per cyclotron period are used. 

4. The maximum number of simulation rods allowed is 

4,000.  (The number actually interacting varies during the 

run approximately between 2,000 and 3,000.) 

5. For the first cycle around the tube, a Brillouin hub 

beam is injected.  The tabulated results are averages over 

three subsequent cycles. 

In these runs, the RF output power is supplied and the 

RF input power derived from a stepwise integration around 

the tube following the beam.  Although the measured RF drive 

values of 5 kW are not reached in the calculations, it is 

noteworthy that the computed anode currents are close to 

the measured values.  In the QKS 1705 runs described in the 
3 

SAI progress report,  the computed anode currents are too 



TABLE 1 

QKS 184 2 MEASURED PERFORMANCE 

RF Drive Power 
Frequency 

5.5 kW 
9.75 GHz 

Anode-Sole  Anode   RF Output 
Magnetic Field   Voltage   Current   Power 

Tube Number*       (T)     (kV)      (A)       fkWl 

Not known 0.4114 25.5 17.1 175.0 

8A 0.4114 24.3 17.1 168.0 

8A 0.3788 22.2 15.0 124.0 

*Raytheon supplied two sets of data:  no tube number was 
given with first set supplied in September 1976; data for 
Tube 8A were supplied in January 1977. 
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high by a factor of up to 1.5 and a beam width correction 

appears necessary.  No experimental information is yet 

available to explain the necessity for a width correction 

factor or total current correction factor in the case of 

the QKS 1705. 

B. Charge Distribution.  Figure 1 shows a typical 

charge distribution near the output of the QKS 1842.  From 

such results it is estimated that the charge density exceeds 

one-fourth the Brillouin density over more than three-fourths 

of the anode-sole region, but is less than the full Brillouin 

density in both the QKS 1705 and QKS 1842 tubes.  The spread- 

ing of the beam over most of the anode-sole region increases 

the anode bombardment during all parts of the RF cycle, 

whether favorable or unfavorable for power transfer to the 

circuit and, hence, limits the efficiency of the tube. 

Clearly, the simple model of rotating spokes of charge is 

unrealistic. 

C. Power Balance.  The power balance (Table 3) shows the 

computed anode and sole heating with all values averaged 

over three cycles.  The differences in the totals are due 

in part to the coarseness of the model and also to variations 

in the flow of beam kinetic energy and the rate of supply of 

beam potential energy between successive cycles.  About 59 

percent of the direct input power is dissipated on the anode 

and 9 percent on the sole (with the magnetic field chosen as 

0.35 T). 
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TABLE 3 

COMPUTED POWER BALANCE IN 

THE QKS 1842 AT 24.3 kV 

Input 
(kW) 

Output 
(kW) 

RF Drive 24 

Anode Current x Anode Voltage 403 

RF Output 168 

RF Attenuation Loss 10 

Anode Interception 239 

Sole Interception 37 

Totals 42 7 454 

Efficiency = 35.7' 
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D.  Secondary Emission.  The computed secondary emission 

at the sole is sufficient to maintain a stable beam in all 

these runs.  The average primary impact energy computed over 

a single cycle around the tube is about 280 eV, corresponding 

to a secondary-emission coefficient of between 1.86 and 2.36. 

The model of the secondary-emission process is fully described 

in  a previous SAI report.   The essential features are: 

1. Initial energies of 2 eV of emitted electrons, 

2. An emission angle of 60 degrees to the surface, 

3. Uniform secondary emission over the interaction wave- 

length irrespective of the points of primary impact, 

4. Use of the local potential to correct the primary 

impact energy for the finite time step, 

5. Smoothing of the charge-density array to reduce the 

spatial fluctuations of the electric field.  (The smoothing 

is done by replacing the charge density at each point by 

the average of it and the eight neighboring values.) 

This model was chosen largely on the basis of trials made 

with the objectives of maintaining the number of particles 

in the beam during the RF interaction and the buildup of 

anode current.  It is not expected to be fully accurate 

because of the finite time step, the discrete potential 

array and the limited number of particles available in the 

model. 

An estimate of the bombardment energy in the actual tube 

is readily made from the experimental data.  Let V  .(eV) 

be the average energy of impacting primaries, 1(A) be the 
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net sole current and P(W) be the backbombardment power.  The 

secondary-emission coefficient a is a tabulated function of 

Vpri'  Then Vpri is 8iven by 

V  -  =  (a - 1)P/I  , (1) pri     v    '       sole v •* 

The separate impact and emission currents are, respectively, 

I  -. /(a-1) and al  . /(a-1) in magnitude.  For the QKS 1842 sole v   ' sole   .       e 

the values1 are P = 60,300 W, I  ,  = 17.1 A and a = 1.86 '     '  sole 

for V  . = 200 eV or a = 2.53 for V  . = 1,400 eV. pri pri    ' 

Solving Eq. 1 graphically and using the measured impact 

power to give bounds for the impact current shows that the 

QKS 1842 operates in either of two regions as follows: 

1. V  . < 200 eV, pri        ' 

a < 1.86, 

|impact current| > 301 A, 

|secondary current| > 318 A. 

2. V  . > 1,400 eV, pri 

1.4 < a < 2.53, 

43 A > |impact current| > 11 A, 

60 A > |secondary current| > 28 A, 

A more precise solution would require more detailed data on 

the variation of the secondary-emission coefficient with 

impact energy, particularly for energies less than 200 eV. 

For comparison, the Brillouin circulating current is 

approximately 78 A, requiring about 2,340 rods of charge in 

the present model.  To reproduce the conditions of solution 

1 above in the model then requires approximately 30 charge 
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rods to be collected on the sole in each of the 298 steps per 

cycle around the tube. 

A similar calculation for the QKS 1705 gives the corres- 

ponding regions as follows: 

1. V  . < 200 eV, 
pri        ' 

a < 1.52, 

|impact current| > 65 A, 

|secondary current| > 99 A. 

2. V  • > 1,400 eV, pri    '      ' 

a < 2.07, 

40 A > |impact current| > 32 A, 

83 A > |secondary current| > 66 A. 

In this tube, the values are P = 56,100 W and I  ,  = 34 A. sole 

An average impact energy of less than 200 eV (solution 1) 
2 

is more compatible with the ballistic RF theory  (see Section 

IX) which predicts a maximum impact energy of approximately 

722 eV with 168 kW of RF power for the optimally phased 

electrons.  The peak RF voltage is 1,587 V.  The lower impact 

energy is also closer to the computed value.  The higher 

value would require some form of space-charge instability 

to produce the required impact energies.  For the lower 

impact energy, a low crossover impact energy, where 6=1, 

is important for selecting the cathode material for maximum 

emission and particularly for rapid starting. 

E. Hartree Voltage. The ratios of the anode voltage to 

the Hartree voltage for the QKS 1842 tube are near unity, as 

shown in Table 4.  The magnetic-field values supplied for 
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the actual tube may be too high since the anode voltages of 

24.3 kV and 22.2 kV are below the Hartree values.  However, 

these runs refute an earlier hypothesis  by showing effi- 

ciency above 32 percent despite the closeness of the anode 

and Hartree voltages.  Apparently, this is not a significant 

factor in the steady-state CFA performance. 

F.  RF Synchronism.  The phase of the RF current relative 

to the RF voltage indicates a lag at the RF output which 

changes to a lead as the RF power falls along the backward- 

wave circuit.  Eventually, as shown in Fig. 2, the current 

and voltage become more than 90 degrees out of phase and the 

electrons may slip entirely out of synchronism.  Most runs 

show this pattern.  The departure from synchronism reduces 

the available output power for a given amplitude of RF 

current and, hence, limits the attainable efficiency.  The 

computed gain (Fig. 3) oscillates with distance as the cur- 

rent moves out of phase.  In some cases, the current and 

voltage pass back into phase before the sever region is 

reached and the RF power falls to a few kilowatts. 

The power transferred per unit length from the beam to 

the circuit is reduced by the factor cos 9 when the current 

leads or lags the voltage by the phase angle 8.  Two possible 

explanations are suggested for the impedance correction 

factor that is needed: 

1.  The actual phase angle 9 is less than that computed if 

loss of synchronism is caused by the finite time step or 

limited number of rods in the calculation.  The results 
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shown in Section VII support this conclusion.  An attempt 

to improve the synchronism by using adiabatic motion equa- 

tions (with the acceleration terms neglected) does not 

appear promising, partly because of the difficulty in 

modeling the secondary-emission process. 

2.  The beam actually experiences the total RF field 

from all space harmonics.  A more accurate model should 

therefore use the vane circuit to provide an anode boundary 

condition for the RF voltage.  SAI has developed this model, 

and in Appendix E the fields are compared with those of a 

single space harmonic.  The latter is in fact an excellent 

approximation. 

G.  Time-Dependent Effects.  Successive cycles around 

the tube do not converge to a single state; instead the 

computed gain is sensitive to the charge distribution fed 

through from the previous cycle.  A time-smoothing secondary- 

emission procedure has been tested but it did not affect the 

differences in the cycles.  There is, however, no physical 

reason for the actual tube to reach a steady state.  Indeed, 

the transit time of the RF current peak around the tube is 

not, in general, a multiple of the RF period.  Moreover, 

computations show that the sever region does not, in general, 

remove all beam modulation so that the time to establish a 

bunch synchronous with the RF wave varies in successive 

cycles.  On this hypothesis, the tube should produce fluc- 

tuations of output power, phase and anode current over a few 

transit times.  The transit time around the QKS 1842 with 
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the cold phase velocity is approximately 14.5 RF periods or 

- 9 1.5 x 10   seconds at 9.75 GHz.  Typical pulse lengths range 

from 1.7 microseconds to 3.4 microseconds, covering from 

1,100 to 2,300 cycles around the tube. 

All the present simulations assume that the anode voltage 

seen by the electrons remains constant.  This may be real- 

istic if the response time of the modulator to variations 

in collected electron current exceeds a transit time (as is 

usually the case).  However, it would be interesting to 

obtain measurements of any observable fluctuations in the 

power, current and voltage during the steady-state portion 

of the pulse. 

III.  Variation of Frequency in the QKS 1705 CFA 

Under usual operating conditions, the RF drive power, 

the magnetic field and the adjustment of the pulse modulator 

are left unaltered while the drive frequency is varied. 

Within the operating band, the anode voltage and current 

readjust automatically to new values, the voltage rising 

and the current falling as the frequency is increased. 

Typical measured results, shown in Table 5, show a clear 

trend of decreasing RF output power as the frequency is 

raised.  In this tube, the lower end of the frequency band 

is limited by a competing mode which restricts the anode 

current and output power available. 

The causes of these bandwidth limitations are not under- 

stood in detail and neither is the exact mechanism by which 



TABLE 5 

MEASURED CURRENT, VOLTAGE AND RF POWER 

FOR THE QKS 1705 OVER THE OPERATING FREQUENCY BAND 

Frequency, GHz 

Magnetic Field, T 

Anode-Sole Voltage, kV 

Anode Current, A 

RF Drive Power, kW 

RF Output Power, kW 

Gain, dB 

Efficiency, % 

Low Midband High 
Frequency Frequency Frequency 

9. 5 9.75 10.0 

0.36 0.36 0.36 

32. 1 33.0 34.0 

34.0 34.0 34.0 

30.0 30.0 30.0 

546.0 513.0 504.0 

12.6 12.35 12.3 

45.6 41.1 39.3 

18 
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the voltage readjusts to synchronize the beam to the new 

phase velocity corresponding to a new frequency. 

The complexity of the CFA makes it very difficult to 

obtain a quantitative theoretical prediction of bandwidth 

and efficiency as a function of frequency.  This is cer- 

tainly beyond the capability of the present simulation 

program; however, the results provide some insight into 

the various mechanisms affecting performance. 

Computed results for the QKS 1705 at 9.5, 9.75 and 10.0 

GHz were presented in the January 1977 progress report. 

The numerical results are summarized here as Table 6.  There 

is good qualitative agreement with observations with the 

pattern of beam bunching and RF interaction maintained as 

the frequency and anode voltage are changed at a constant 

value of magnetic field (optimized as 0.35 T for the linear 

geometry of the model).  Gain and phase plots for all three 

frequencies closely resemble Figs. 4 and 5 for 9.75 GHz. 

Thus, they verify that the changes in anode-sole voltage 

with frequency maintain synchronism. 

The power balance, averaged over three or four cycles, 

is shown for the three frequencies in Table 7.  The measured 

values are shown for comparison in Table 8.  These runs were 

made with ten time steps per cyclotron period and with twice 

the given RF impedance values.  The computed anode and sole 

currents, which exceed the measured values by at least 25 

percent, are uncorrected for beam width and give correspond- 

ingly high heating values, particularly at 10 GHz.  Using 
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the 9.75 GHz computed figures as an example, 59 percent of 

the direct input power is dissipated as anode heating and 

11 percent on the sole, compared with measured values of 

47 and 5 percent, respectively. 

The computed results show that the correction factors 

for anode current and RF impedance are frequency-dependent. 

Interfering modes, which restrict the bandwidth, are not 

treated in the model.  Further, the measured direct current 

and voltage and the RF output power are averages over the 

pulse length, or many transits around the tube, rather than 

values from only a few cycles.  These factors contribute 

to the quantitative discrepancies of the results with mea- 

sured values.  However, by examining the parameters that 

vary with frequency for the interacting mode, four quanti- 

ties can be distinguished and the measured fall of output 

power with frequency can be related qualitatively to a com- 

bination of mechanisms. 

These significant quantities are as follows: 

1. v /c, (RF phase velocity)/(speed of light), 

2. 8a, (2TT x anode-sole spacing)/ (retarded RF wavelength), 

3. 8£/2TT, (interaction length) / (retarded RF wavelength), 

the electrical length of the tube, 

4. the RF impedance. 

Table 9 shows the values of the above parameters.  The lower 

values of 8a at higher frequencies increase the RF fields 

away from the circuit for a given RF voltage; however, the 

tube is electrically shorter. 



TABLE 9 

PARAMETER VARIATIONS WITH FREQUENCY 

IN THE QKS 1705 

Frequency 
(GHz) v /c 

P 

0.1524 

3a 

2.82 

3£/2u 

13.61 

RF Impedance 

9.5 7.4 

9.75 0.162 2.72 13.14 8.8 

10.0 0.1728 2.62 12.64 10.4 

26- 
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A larger RF impedance gives greater coupling between 

the beam and the circuit, but also a lower RF power for a 

given RF voltage, as can be seen in Table 2 of Reference 1. 

There is probably no single mechanism affecting the inter- 

acting mode as the frequency varies; indeed, irregularities 

in the charts of measured performance indicate this. 

IV.  Results for the Varian SFD-243 Forward-Wave CFA 
4 

This tube  runs at a lower frequency (3.3 GHz) and at 

a higher relative RF-to-dc voltage level than either the 

QKS 1705 or QKS 1842.  It is relatively easier to simulate 

with the present model since the direction of beam motion and 

RF power gain are the same, allowing the RF drive power to 

be supplied to the program.  Full data were presented in 

an earlier report,  and the operating conditions are compared 

with those for the Raytheon tubes in Table 10.  The results 
3 

described in the earlier report  demonstrated the sensitivity 

of the anode current and output power to the magnetic field. 

SAI has made a further run, covering five cycles at 0.225 T, 

to determine the differences computed between successive 

cycles around this forward-wave tube.  The computed anode 

current and output power fluctuate (see Table 11), again 

suggesting a real effect.  Varian Associates has computed 

similar fluctuations in the SFD-261 tube.   No impedance or 

beam-width corrections are necessary. 

SAI has at present a single measured data point (125 kW 

output at 21 A anode current), and the agreement with the 

computed results shown in Table 11 is excellent.  Additional 
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data on this or other forward-wave tubes are needed for 

conclusive results, however.  A distinct spoke of charge 

develops (see Fig. 6), probably because the RF and direct 

voltages are of comparable magnitude (see Table 10).  In 

the QKS 1705 and QKS 1842 tubes, the ratio of RF to direct 

voltage is small even at the output.  Figures 7 and 8 show 

the computed gain and RF phase angle; the beam-wave syn- 

chronism is closer than in the backward-wave tubes. 

V.  RF Phase Delay 

For maximum efficiency, the RF current induced on the 

circuit should travel in phase with the interacting space 

harmonic of the RF voltage.  In an actual tube, the current 

and voltage are not locked in synchronism, as the computed 

results show (e.g., Figs. 2 and 4).  This local phase angle 

is related to the overall phase difference between the hot 

and cold RF circuit waves.  This phase difference is mea- 

surable at the RF output by comparing operating and non- 

operating tube conditions. 

If the current and voltage waves are in phase all along 

the circuit, the measured hot and cold RF transit times 

from intput to output are equal.  They are also approximately 

equal if the beam and the RF wave are "unlocked" throughout 

the tube, because the RF driving current is smaller in ampli- 

tude than in the synchronous case and its phase relative to 

the RF voltage changes through 360 degrees several times per 

cycle around the tube. 
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An increase in the measured RF delay when the tube is 

turned on results from a net lag of the electron bunch behind 

the RF wave, under a fixed operating voltage and magnetic 

field.  The full equations for both forward- and backward- 

wave CFA's are given in Appendix A.  It is noted there that 

the measured phase delay is from input to output although 

the strapping of the vanes results in a wave seen by the 

beam which travels in the reverse direction. 

A further distinction between forward- and backward-wave 

CFA's is the sign of the hot RF phase delay as seen by the 

beam.  If the electron bunch travels more slowly than the 

RF wave, the RF wave velocity increases toward the input and 

increases the phase difference in a backward-wave CFA, 

whereas in forward-wave interaction, the electron bunch tends 

to pull the wave along with it and maintain synchronism. 

This point has been emphasized by Sedin  and it implies that 

a fine adjustment of the anode-sole voltage is necessary at 

each drive frequency to maintain maximum gain over the oper- 

ating band.  In practice, this voltage change occurs auto- 

matically as the drive frequency is changed within the 

operating band. 

In present simulations, the plots of the phase lag of 

current relative to voltage vs. distance around the tube 

provide useful information on the beam behavior.  They show 

whether the beam and wave are near synchronism and aid the 

optimization of the magnetic field supplied to the program 

with a given voltage.  The computed RF phase delays vary by 
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approximately six percent of the cold value in successive 

cycles around the tube and it is hypothesized that similar 

phase variations occur in practice over a few transit times. 

VI.  The Off-Center Cathode 

In a basic CFA design, the anode and cathode are cir- 

cular and concentric.  However, it is straightforward in 

practice to shift the cathode away from its geometrical 

center position and, hence, vary the electric field around 

the CFA.  Experimental results obtained at Varian Associates 

on a forward-wave CFA  show, for example, that different 

optimum cathode positions exist for highest efficiency, 

minimum current, highest power output or best signal-to- 

noise ratio. 

The SAI simulation program allows piecewise linear 

tapering of the anode or the sole, recomputing the direct 

and RF fields at each time step and removing the charge 

rods that are intercepted where the interaction region 

narrows.  It is assumed that the relative change in anode- 

sole spacing is small over one retarded wavelength around 

the tube. 

For the QKS 1842, the 24.3 kV simulation has been 

repeated with the circular cathode moved by ten percent of 

the mean anode-cathode spacing of 1.96 mm.  Offsets were 

made both directly away from the RF output and, in a sep- 

arate run, toward the output.  The program actually treats 

four linear taper sections of the tube as a good approxima- 

tion, replacing the cylindrical configuration of the actual 
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tube with a linear configuration as in all previous calcula- 

tions.  It is expected that similar results would be obtained 

from a cathode shift directly away from or toward the RF 

input position since the sever separates the RF output and 

input by only 50 degrees around the tube.  However, addi- 

tional runs are needed to verify this. 

The numerical results, averaged over three cycles around 

the tube (excluding starting cycles), are given in Table 12 

together with the results for a uniform anode-sole spacing. 

Although these runs do not reproduce the exact operating 

conditions of the actual tube (for example, with fixed RF 

drive and varying RF output power), the results show definite 

trends.  The off-center cathode produces an anode current 

over twice the normal value,  and the additional interacting 

charge yields a greater rate of fall of the RF power level 

toward the input and a lower value of RF drive power. Exist- 

ing operational data suggest that interfering modes may 

prevent operation at this current level, however. 

Since these increased currents are calculated for the 

same RF output power of 168 kW, the calculated efficiency 

is reduced.  Measurements on the Raytheon tubes also show 

this result.*  The magnetic field is uniform (0.35 T in the 

model) so that the ratio of direct electric to magnetic 

fields (E/B) increases where the anode and cathode approach 

and falls where they separate.  From the results, it appears 

*Private communication from Dr. Walter J. Griffin, Raytheon 
Company Microwave and Power Tube Division, to Dr. Donald M. 
MacGregor, Shared Applications, Inc., March 9, 1977. 
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that the effect of the greater electric field dominates 

the effect of the reduced electric field opposite, causing 

the anode current and anode heating to increase for both 

directions of shift of the cathode.  The computed sole 

bombardment power is increased from 33 kW to 81 kW when the 

cathode is moved away from the output but reduced to 20 kW 

when the cathode is moved in the opposite direction.  How- 

ever, in both cases, the backbombardment is sufficient to 

maintain the beam by secondary emission.  For the present 

magnetic field,  near optimum when the cathode and anode 

are concentric, the computer predicts that a higher effi- 

ciency and a greater gain result from moving the cathode 

toward rather than away from the RF output. 

The spatially varying electric field changes the phase 

angle between the beam RF current and the RF wave.  If the 

cathode is moved toward the RF output, the beam moves faster 

at the output and gains in phase while the lower electric 

field opposite the output slows the beam.  These computed 

results vary from cycle to cycle and computed effects such 

as breakup of the beam bunch and the resulting fluctuating 

gain with distance make a simple interpretation of the mech- 

anisms difficult.  Plots of the RF current phase lag (Fig. 9) 

from the third cycle of the three runs show that in these 

cases a phase lead (a negative phase angle on the plots) 

develops as the RF circuit power falls away from the output 

in the direction of the beam motion.  Shifting the cathode 

away from the RF output increases this phase lead; shifting 
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the cathode toward the output reduces the phase lead and 

improves the overall synchronism between beam and RF wave. 

The corresponding RF gains for the three cathode positions 

are plotted in Fig. 10, which shows clearly that the great- 

est gain is obtained when the cathode is moved toward the 

output. 

In summary, it is deduced from the present results that 

an off-center cathode gives increased anode current and 

greater RF gain but lower efficiency.  A shift toward 

rather than away from the RF output gives the higher effi- 

ciency and the lower sole backbombardment power. 

VII.  Modified Circuit Equations 

All the present calculations used an equivalent trans- 

mission line to model the anode vane circuit with a single 

interacting space harmonic and corresponding values of phase 

velocity, interaction impedance and attenuation.  Two types 

of transmission-line equations have been tested:  the equa- 
7 

tions of Rowe  in linearized first-order form and the power- 
o 

transfer equations of Yu et al.  (with modifications and 
Q 

corrections).  The modified equations of Yu et al.  are given 
7 

in Appendix A of this report, and the Rowe  equations are in 

Appendix B (Ref. 3: Appendix E, with corrections).  In order 

to obtain sufficient RF interaction to derive a drive power 

near the-measured value, the runs for both the QKS 1705 and 

QKS 1842 tubes have used interaction impedances of twice 

the measured values.  Two possible reasons for this correc- 

tion factor were suggested in Section II of this report. 
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The runs described here were intended in part to determine 

whether the circuit equations have some influence on the 

results.  However, no important qualitative differences 

resulted from inclusion of the modified circuit equations, 

and both circuit models apparently require a corrected 

impedance. 

Computed results for the QKS 1842 with twenty time steps 

per cyclotron period are shown ?n Table 13.  The numerical 

differences in current and RF drive power are of the same 

order as those due to variations between successive cycles 

or to changes in the number of rods or the time steps. 

Although no theoretical justification has been found 

for preferring either set of equations, the equations of Yu 

et al.  have the advantage of requiring a single definition 

of interaction impedance both for relating the RF voltage 

and power and for computing the driving effect of the beam. 

The power-transfer model also is easier to visualize physi- 
o 

cally.  Consequently, the Yu et al.  equations have been 

adopted and are used, for example, in the study of the off- 

center cathode (Section VI). 

VIII.  Program Tests with a Reduced Time Step and Increased 

Number of Rods and Modified Motion Equations 

The QKS 1842 simulation with an anode voltage of 24.3 kV 

and a magnetic field of 0.35 T (Table 1) has been used for 

comparison tests as follows: 

1.  With ten time steps per cyclotron period and a 

maximum of 4,000 rods allowed, 
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2. With twenty steps per cyclotron period and up to 

4,000 rods allowed (up to 2,721 rods actually used), 

3. With twenty steps per cyclotron period, up to 

10,000 rods allowed and the charge per rod reduced by a 

factor of 0.4 (up to 6,787 rods actually used), 

4. With amended equations of particle motion, 

5. With both the amended equations of motion and an 

area weighting procedure for computation of the charge 

density at the computation mesh points and for interpola- 

tion of the electric field to rod positions. 

Tests 1 through 3 cover four cycles, including the 

starting cycle around the tube; shorter runs suffice for 

tests 4 and 5.  An RF drive of 168 kW is supplied at the 

output and the interaction impedance is taken as 15 ft. 

The computed anode and sole currents and RF drive power, 

shown in Table 14, show that twenty rather than ten steps 

per cyclotron period are justified despite the extra cost. 

Increasing the number of rods does not eliminate or even 

reduce the fluctuations between successive cycles around 

the tube.  The printouts of bunch shape and of the phase 

angle of the RF current show a similar pattern of interac- 

tion in all three runs, but with the additional rods the 

current and voltage retain phase locking without the scatter 

of phase angle shown in Fig. 2.  As a result, the RF inter- 

action continues and produces a lower computed final power 

level.  Figure 11 shows the RF-current phase lag around 

cycle 3 of the 6,787-rod run. 



TABLE 14 

COMPARISONS OF TIME STEP AND ROD SIZE 

IN THE QKS 1842 SIMULATION AT 24.3 kV 

With 10 steps per cyclotron period and 4,000 rods 
maximum (average gain = 5.23 dB; average efficiency 
= 35.OS) 

Anode Sole RF Drive 
Current Current Power 

Cycle 

(starting) 

(A) (A) 

14.24 

(kW) 

1 8.55 98.740 

2 13.0 24.21 44.370 

3 14.89 9.49 51.840 

4 13.64 26.61 55.114 

Average over 
cycles 2-4       13.84       20.10      50.441 

b.  With 20 steps per cyclotron period and 4,000 rods 
maximum (average gain = 8.53 dB; average efficiency 
= 35.8*) 

1 (starting 10. ,81 6.80 70, ,952 

2 11, ,14 15.16 32, ,920 

3 18, ,19 22.18 23, ,665 

4 18. ,43 23.16 14, ,054 

average over 
cycles 2-4 16. ,59 20.33 23, ,546 

With 20 steps per cyclotron period and 10,000 rods 
maximum (average gain = 12.58 dB; average efficiency 
= 36.71) 

1 (starting) 1.46 2.30 57.558 

2 15.94 14.54 15.414 

3 16.53 23.25 4.412 

4 21.72 17.00 8.016 

average over 
cycles 2-4        18.06       18.26       9.281 

•45' 
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The equations of motion have been amended (subsequent 

to the runs presented in this report) so that the position 

advance of a particle is performed as a single step per 

time step.  The previous algorithm is described in Appendix 
3 

F of the November 1976 report;  the present algorithm is 

given in Appendix C of this report.  The change produces 

quantitative differences in the computed anode current and 

drive power (see Table 15) but no important differences in 

the qualitative behavior of the model.  As before, cycles 

2 and 3 differ and the current and voltage lose synchronism, 

as shown in Fig. 12 for these two cycles. 

Among several possible methods of distributing the 

model charge over the 48 x 96 mesh and deriving the electric 

fields from the potential are the nearest-grid-point method 
9 

and the cloud-in-cell method.   These are illustrated in 

Fig. 13.  The present model uses the nearest-grid-point 

method with the additional step of smoothing the charge 

density.  This is done by distributing the charge equally 

over the nine nearest mesh points, or equivalently replacing 

the charge at each mesh point by the average of itself and 

the charge at its eight neighboring points before solving 

Poisson's equation.  The components of potential gradients 

at a given point are computed from the first-order differences 

of values spaced two mesh intervals apart.  In the area- 

weighting method, the four nearest points to the particles 

are used both for the assignment of charge and for interpo- 

lating the electric field.  The charge smoothing procedure 



TABLE 15 

COMPUTED RESULTS IN THE QKS 1842 AT 24.3 kV 

BEFORE AND AFTER AMENDMENT OF EQUATIONS OF MOTION 

a.  Before 

Anode Sole RF Drive 
Current Current Power 

Cycle 

(starting) 

(A) (A) (kW) 

1 7.82 3.62 104.453 

2 12.36 17.94 41.460 

3 15.07 20.58 11.562 

b. After 

1 (starting) 5.35 9.27 46.938 

2 11.59 16.29 24.060 

3 10.47 3.39 12.079 

48 
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X 

Nearest-Grid-Point Method 

m hs i_i 

Cloud-in-Cell Method 

FIG. 13  METHODS OF ASSIGNING THE CHARGE OF A 
PARTICLE ON A DIFFERENCE MESH FOR THE 
SOLUTION OF POISSON'S EQUATION. 
(Potter9) 
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is omitted. A test of this latter method shows it to be 

unsuitable because it is found that the computed sole bom- 

bardment and the secondary-emission current are too low to 

maintain the beam. However, the computed currents induced 

on the RF circuit during the first 80 time steps are almost 

identical for both methods. The nearest-grid-point method 

with charge smoothing is being retained. 

IX.  Starting Conditions 

A.  Introduction.  The RF drive power required to oper- 

ate a CFA depends on the minimum power level that will cause 

the beam to build up and synchronize with the RF wave.  Here, 

ballistic theory for a cold secondary-emitting cathode is 

used for a comparison with measurements as an initial assess- 

ment of the mechanisms involved.  The ballistic theory pre- 

dicts the correct trend of the minimum starting power as 

the frequency increases on the QKS 1705.  It also predicts 

the higher drive required in the QKS 1842, but the calculated 

increase of the required RF power as the magnetic field and 

voltage are raised is contrary to the effect measured in the 

QKS 1705 since the actual tube starts with a lower RF drive 

power at a higher magnetic field. 

It is implicitly assumed that the starting process can 

be separated into two parts: 

1.  In the initial charge buildup, secondary emission 

must develop the beam starting with a few thermal or field- 

emitted electrons, and space-charge forces are negligible. 
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2.  The subsequent buildup of RF power on the circuit 

may take several transits around the device and is expensive 

to simulate realistically. 

Neither the ballistic theory nor the present SAI program 

(which treats a steady RF state) can predict the buildup 

time or the mode that eventually develops.  The aim is to 

estimate the conditions required for starting, particularly 

the minimum RF drive power. 

B. Experimental Results.  The observed behavior of the 

QKS 1705 in the 9.5-9.7 GHz range is shown in Fig. 14 (sup- 

plied by Raytheon Company) and the voltage and magnetic- 

field data are shown in Table 16. 

For the QKS 1842, similarly detailed results are not 

available.  In general, however, the experimental data has 

indicated that a minimum drive power of approximately 2.5 kW 

(3 dB below the normal 5.5 kW operating drive) is necessary 

to start the tube over the range of voltages required for 

the full 9.5-10 GHz frequency band. 

2 
C. Analytical Theory.  Shaw has presented a simple 

analytical treatment.  His theory is ballistic and yields 

the backbombardment energy of electrons that are returned 

to the cathode in one cyclotron period and which have a mean 

velocity component parallel to the cathode in synchronism 

with the RF wave.  Eight principal factors in the theory 

determine the minimum RF drive power for starting: 



53- 

26 •• 

24 -- 

22 -- 

20-- 

18 -- 

16 +• 
CD 

I   14 + 
CD 

•£ i2- 

6    10 - 

8 •- 

2 + 

0 
-t>- 

9.5 

Tube--QKS 1705, Model 270 
Pulse length = 0.44 ys 
Duty factor  = 0.001 
Pulsed anode current = 25 A at 

10 GHz 

Highest 
Magnetic 
Field 

9.6 

(Frequency (GHz) 

Lowest 
Magnetic Field 

9.7 
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1. The minimum electron impact energy for a secondary- 

emission coefficient greater than unity determines the 

threshold condition for charge buildup. 

2. The higher the RF field, the greater the impact 

energy of electrons returned to the sole (cathode). 

3. A higher RF impedance requires a lower drive power 

to produce a give RF field. 

4. A lower value of the phase angle 3a from anode to 

sole gives a greater RF field at the sole (cathode) for a 

given power level. 

5. A lower magnetic field increases the height, y, 

attained by cycloiding electrons emitted from the sole and, 

hence, increases their backbombardment energy since the 

longitudinal RF electric field increases as sinh (By). 

6. Under the assumption of synchronism of the average 

velocity with the RF wave, the most favorable emission 

phase is the center of the accelerating half-cycle of 

longitudinal electric field. 

7. If the RF wave and the crossed-field drive speed 

E /B (with space-charge forces neglected) are out of syn- 

chronism, the electrons return to the cathode in an unfa- 

vorable phase and require a higher RF field to supply suf- 

ficient impact energy. 

8. As well as supplying sufficient bombardment energy, 

the dc and RF fields must maintain the phase of the electrons 

in the favorable range for repeated impacts so that secondary 

charge can multiply. 
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A fundamental assumption in the present ballistic theory 

is that the anode-sole voltage is constant in time as the 

charge builds up.  The theory does not distinguish between 

cathode-pulsed and RF-pulsed operation.  At least in cathode- 

pulsed tubes such as the QKS 1705 and QKS 1842, the anode- 

sole voltage builds up over several RF cycles and may over- 

shoot if starting does not occur sufficiently rapidly. 

However, the results of the simple analytical calculation 

are of interest as a necessary first step in the investigation, 

First define the following symbols: 

Symbol    Definition 

a        Anode-sole spacing, m 

B Magnetic field, T 

b [(Beam drift speed, E /B)/(RF phase velocity)] - 1 

E Direct electric field, V/m 

P •       Minimum RF drive power, W, for a given backbom- 
bardment energy 

r Anode radius, m 

r Cathode (sole) radius, m 

V Anode-cathode voltage, V 

V, Backbombardment energy, eV 

Z Interaction impedance, SI,   on the RF circuit 

z Distance, m, along sole from the position where 
the RF phase gives a maximum accelerating longi- 
tudinal electric field 

3 RF phase constant, m  ; co/(phase velocity on the 

anode), m 

n |Electron charge|/(electron mass), C/Kg 
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co Angular frequency of RF signal 

to Angular electron cyclotron frequency, nB 

For a given backbombardment energy V, (eV), the RF drive 

power P . (W) is-given by 

P    =  -L_ v2l ^ I  ginh2 ga r?s 
min    2ZQ 

vb\ to J  4TT2 COS2 BZ   ' L J 

The asynchronism parameter, b, corrected for cylindrical 

geometry is given by 

Va6      [(ra/rc)"1](ra/rc) 
1 + b  =  B(Vrc^ '     ^(ra/rc)      '      (3) 

The calculated minimum drive powers at synchronism and 

the actual asynchronism parameters for the QKS 1705 and QKS 

1842 tubes are shown in Table 17.  The measured minimum RF 

drive powers are shown for comparison.  The approximate anal- 

ytical theory predicts the correct trend of lower starting 

power with increasing frequency in the QKS 1705 through the 

decrease of Ba and the increase of impedance (as in Table 9). 

It also predicts the higher drive power required in the QKS 

1842 because of the lower RF  impedance and higher values of 

6a and to /to.  It does not predict the fall of starting power 

with increasing magnetic field in the QKS 1705. 
2 

Shaw  makes several simplifying assumptions in deriving 

Eq. 2, notably 

1. Planar anode and sole, 

2. A single interacting RF space harmonic, 

3. Near synchronism of the RF wave with the drift speed 

E0/B, 
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4. co/a)  << 1 so that the phase change of the RF wave 

is negligible along the electron path. 

5. RF electric field << direct electric field so that 

the trajectories are close to the cycloids expected in the 

direct field alone. 
2 10 

Shaw  and Vaughan   performed exact trajectory calcula- 

tions but retained assumptions 1 and 2.  In the SAI work 

described here, the full cylindrical calculation is developed, 

D.  Cylindrical Ballistic Computation.  A new model 

developed by SAI computes the electron trajectories using 

cylindrical configuration of the actual tube.  Here, this 

model is used to confirm the trends predicted by the anal- 

ytical theory. 

Details of the model are given in Appendices D and E of 

this report.  A noteworthy feature is the RF field calcula- 

tion.  This uses the geometry of the vane line and a Green's 

function method  to give the total field, not just a single 

space harmonic.  However, it turns out that the single back- 

ward space harmonic used in the preceding full simulations 

(Sections 11-VIII) is in fact an excellent approximation 

(see Appendix E).  No impedance corrections are made in 

these runs.  The trajectories are computed with 800 time 

steps per cyclotron period and the CDC-6500 computer (with 

a precision of 14 decimal places) is used to reduce the 

rounding errors. 

The first set of calculations is for the QKS 1842 with 

a fixed RF drive of 5.5 kW at 9.75 GHz, a magnetic field 
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of 0.4114 T and an anode voltage of 24.3 kV.  In Fig. 15, 

the computed bombardment energy is compared with the value 
2 

predicted by Eq. 8 of Shaw  as a function of the RF phase 

on emission.  Only electrons emitted in the accelerating 

half cycle return to the cathode.  The numerical values 

are shown in Table 18.  With the RF drive of 5.5 kW, the 

maximum impact energy of 112 eV is close to the value of 

approximately 107 V where the secondary-emission coefficient 

exceeds unity.  Thus, the 5.5 kW drive power is near the 

minimum that will allow starting.  The computed phase gains 

relative to the RF wave between emission and impact are also 
2 

shown in Table 18 and are compared with Shaw's result  for 

b = 0 in Fig. 16. 

Despite the analytical approximations, the agreement 

between the two theories is reasonably good.  The program 

is, of course, more powerful and has a greater capability 

for extension than does the simple analysis.  In its present 

form, the program is also able to treat RF fields that are 

out of synchronism with the beam, interaction with higher- 

order space harmonics and initial emission velocities.  SAI 

plans to develop the cylindrical RF interaction model fur- 

ther to simulate an operating tube. 

The results of Table 18 can be used to estimate the rate 

of buildup of charge over successive impacts, as Vaughan 

has done for the linear tube.   For the tube to start, it 

is necessary that sufficient space charge be built up in a 

single cycle for some of the charge to cross the sever region 



61- 

IMPAZT   ENERGY(EV)    ON   SOLS 
VS   STARTING   PHASE 
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FIG. 15  COMPUTED AND ANALYTICAL CATHODE BACKBOMBARDMENT 
ENERGY IN THE QKS 1842 AT 9.7 5 GHz. 
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PHASE LEAD(DEG)  RELATIVE TO PF WAVE 
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FIG. 16  COMPUTED AND ANALYTICAL PHASE GAIN PER EMISSION 
IMPACT CYCLE IN THE QKS 1842. 
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without collection on the cathode electrode.  The RF inter- 

action region in the QKS 1842 covers seven-eighths of the 

circumference, or an angle of 5.5 radians. 

In each cycloidal loop an electron moves approximately 

0.4 radians around the tube.  Thus, a maximum of thirteen 

successive impacts of the RF field is possible before the 

charge reaches the sever region.  Since the RF phase change 

per impact is seven degrees or less in this example, all 

the successive impacts can lie within the favorable phase 

interval.  However, the ballistic theory for the sever 

region predicts a trapping of all the cycloiding electrons 

because the RF field is zero there. 

Inclusion of space-charge forces in the present calcu- 

lation would, in principle, allow complete simulation of 

the buildup process.  In practice, such a calculation may 

be very costly because of the small time step required to 

resolve the impact energy accurately. 

The initial velocity of injection at the cathode sur- 

face has been varied in three runs, with zero emission 

energy, 2 eV normal to the surface and 2 eV at an angle of 

30 degrees to the normal.  The computed results show clearly 

that the trajectories are insensitive to the initial emission 

energy or angle.  The maximum height reached above the cath- 

ode varies only between 0.503 and 0.509 of the cathode-sole 

distance as the emission energy is raised from 0 to 2 eV 

and the initial emission direction is varied from the normal 

to 30 degrees to the normal.  The initial energy is simply 
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added and causes an increase of the same order of magnitude 

(2-4 eV) to be added to the computed impact energy, and the 

RF phase shift changes by two degrees or less. 

The next set of runs uses the data for the QKS 1705 tube. 

The maximum return bombardment energies are computed at fre- 

quencies of 9.5, 9.6 and 9.7 GHz as shown in Fig. 17.  The 

data correspond to the highest and lowest magnetic-field 

values, 0.3725 T and 0.3208 T, respectively, of the experi- 

mental curves of Fig. 14 and a fixed drive of 10 kW.  The 

anode voltage is varied with the magnetic field.  The quali- 

tative trends are the same as those of Shaw's theory, despite 

the high values (near unity) of the parameter w/w .  Notice 

particularly that the lower magnetic field gives a higher 

bombardment energy and should, therefore, require a lower 

minimum RF drive, not a higher value as the experimental 

results indicate.  The computed impact energy increases with 
2 

frequency, again as Shaw's Eq. 2 predicts. 

Runs with a reduced drive power of 5.5 kW show the back- 

bombardment energy to be proportional to the RF voltage, or 

to the /drive power, within two percent.  The impact energy 

exceeds 230 eV at 10 kW drive and is well above the minimum 

required for charge buildup.  The corresponding secondary- 

emission ratio is between 1.5 and 2.0 for the favorably- 

phased electrons even at 9.5 GHz.  This result suggests 

that the emission threshold is not the major factor in 

determining the starting power in the QKS 1705 as the mag- 

netic field is varied at a fixed frequency. 
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The corresponding phase gains per emission-impact cycle 

(Fig. 18) fall slowly with increasing frequency and are 

almost independent of magnetic field because the anode volt- 

age is adjusted for each run (see the operating data of 

Table 16).  The high positive values of the phase gain 

suggest, however, that for synchronism these voltages should 

be lower (or the magnetic-field values higher) by an estimated 

seven percent (using Eq. 14 of Ref. 2). 

The angle subtended on the axis between successive impact 

positions in the QKS 1705 increases from 0.43 radians at the 

higher magnetic field to 0.50 radians as the magnetic field 

is reduced from 0.3725 T to 0.3208 T.  This change in turn 

reduces the maximum number of consecutive impacts in the RF 

interaction region from 13 to 12 at 9.5 GHz and to 11 at 

9.7 GHz as the magnetic field is reduced.  Because it is 

relatively small, this effect is not considered to be a crit- 

ical factor in the starting curves of Fig. 14. 

The QKS 1705 and QKS 1842 tubes are started by supplying 

the dc power under constant RF drive and the exact transient 

anode voltage variation during the buildup of charge is unfor- 

tunately not known.  For this reason, a more detailed charge- 

buildup calculation has not been performed at this stage of 

the investigation;  however, the present results show that 

the basic ballistic mechanisms are unaffected by the refine- 

ment of the model.  Clearly other factors than these simple 

ballistic mechanisms are involved in the experimental results 

of Fig. 14 for the QKS 1705. 
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E.  Other Starting Mechanisms.  Two other factors important 

in the starting process may be noise due to space-charge 

instabilities which may increase the sole bombardment energy 

and the magnitude of the RF field at the top of the hub of 

charge.  The ratio of anode to Hartree voltage remains con- 

stant to within three percent and is apparently not a factor 

in the starting of the QKS 1705 under the conditions shown 

here.  In the backward-wave CFA, power is fed back to the RF 

wave and flows in the opposite direction to the beam.  The 

present simulation does not treat this transient condition. 

For simplification, it is assumed at present that with the 

magnetic field adjusted for approximate synchronism, the out- 

put power will build up once the beam has been formed. 

An off-center cathode is observed to improve the start- 
2 

ing conditions.  Shaw  has described a phase - focusing mech- 

anism for this phenomenon as the varying electric field 

around the tube changes the synchonism parameter, b.  This 

mechanism requires that the cathode-anode spacing be increased 

at the RF input (for a forward-wave CFA) or the RF output (for 

a backward-wave CFA) so that the lower electric field (below 

the synchronous value) focuses the charge in a stable phase 

position relative to the RF wave as the beam buildup begins. 

A detailed calculation for the actual tube parameters is nec- 

essary to verify this.  It would be interesting, too, to 

determine experimentally the effect of various directions of 

cathode shift on the starting conditions. 
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The QKS 1705 and QKS 1842 tubes operate with a constant 

RF drive and a pulsed anode voltage.  Starting mechanisms 

may be influenced by the time variation of the anode-sole 

voltage as the pulse starts, in particular by overshoot of 

the voltage that can occur if starting is delayed.  The 

transient anode voltage may also excite other modes.  If a 

realistic time-varying voltage can be determined, it can be 

included in the cylindrical ballistic computation. 

F.  Conclusions.  SAI has used a ballistic theory to 

study the transient behavior of a pulsed CFA with the fol- 

lowing results: 

1. The simple analytical theory is a good approximation 

of the detailed trajectory calculations, at least for volt- 

ages resulting in near synchronism of the electrons and the 

RF waves. 

2. A definite minimum drive power gives a sole backbom- 

bardment energy sufficient for beam buildup by secondary 

emission.  This drive power falls with increasing frequency 

in the QKS 1705, and is less in the QKS 1842, in agreement 

with the trend shown by the measured starting power required. 

However, increasing the magnetic field and voltage increases 

the theoretical minimum drive power while the experimental 

minimum drive power falls. 

3. In both the QKS 1842 and the QKS 1705, the sever 

region is sufficiently long so that all charge is trapped 

under ballistic motion.  The interaction region allows 

approximately thirteen consecutive impacts in the RF field, 
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which must build up space charge in a single transit around 

the tube. 

4. The effects of the initial emission energy or angle 

of emission on the ballistic trajectories are negligible. 

5. Ballistic theory is not sufficient to account for the 

observed transient behavior, at least in these tubes, in 

which the voltage is pulsed.  Other factors are 

a. space-charge forces, 

b. feedback of RF power from the input in the oppo- 

site direction to beam motion along the backward-wave 

circuit, 

c. the relative magnitudes of the RF and space- 

charge fields at the top of a hub of charge, 

d. the transient anode voltage, 

e. possible excitation of other modes of RF inter- 

action with different conditions of synchronism. 

X.  Alternative Simulation Methods 

A.  Statement of the Problem.  The power balance in the 

CFA can be written as follows: 

Anode current x anode-sole voltage + RF drive power 

anode heating (interception) 

+ sole heating (backbombardment) 

+ RF attenuation loss 

+ RF output power 

These quantities are time averages over a pulse (which covers 

from about 17,000 to 34,000 RF periods in the QKS 1842).  The 
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aim of the present (single^mode) simulation program is simply- 

stated:  to compute these powers for given values of magnetic 

field, anode-sole voltage, RF drive and frequency, tube dimen- 

sions, secondary-emission characteristics and equivalent- 

network parameters defining the RF circuit. 

The fundamental properties of the DECFA which make simu- 

lation more difficult than for an injected-beam device are: 

1. The interdependence of anode current and RF output 

power, neither of which is known from the design parameters, 

2. The dependence of the current on the sole backbom- 

bardment through secondary emission, 

3. The possibility that a steady RF amplifying state 

may not exist. 

In practice, the anode-sole voltage is optimized by 

adjusting the modulator and the magnetic field is varied for 

selection of an operating region, taking account of the 

available bandwidth and the frequency and power limits set 

by such properties as mode boundaries, the measured effi- 

ciency, or the available average power allowed by the design 

of the cooling system. 

B.  Time-Dependent Simulation.  The present time-dependent 

analysis treats the particle dynamics as a transient process 

in which the existence of a solution does not depend on the 

existence of a steady state in the actual CFA.  To minimize 

the computing time and storage required, the present SAI 

model treats only a single retarded RF wavelength of the 
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device at each time step.  This RF wavelength provides a 

moving reference frame for viewing the beam and solving the 

equations of motion and power transfer to the circuit.  The 

reference frame is given a constant speed, nominally equal 

to the cold RF phase velocity. 

For the forward-wave amplifier, the directions of motion 

of the beam and the reference frame are the same:  from RF 

input to RF output in the direction of RF power gain.  A 

trial for the backward-wave QKS 1842 has been made as an 

attempt to derive the RF output power directly.  The results 

given in Table 19 were obtained by integrating from RF input 

to RF output, using at the start of the first cycle the beam 

distribution computed from a previous run.  That run was made 

in the reverse direction, from RF output to RF input, but 

excluded the sever region.  The first cycle shows high gain 

of 16.15 dB and a high anode current of 21.7 A because the 

beam fills most of the interaction space.  However, the beam 

moves back toward the sole in this and the two subsequent 

cycles, and the anode current is progressively less. 

Apparently two effects are involved here.  First, when 

the model follows the beam in the direction of power flow, 

the beam modulation at the RF input is computed immediately 

following the sever region.  On the actual beam, the modula- 

tion at the input is produced by the RF fields in the inter- 

action region.  Second, the RF power level seen by the beam 

at all points up to the output is less than in the actual tube 

as a cumulative result of the preceding effect.  This lower 

power level in turn produces a lower RF current than on the 
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actual beam.  This is because the actual beam experiences 

the full output power level at the start of its passage 

through the interaction region.  Hence, the computed gain 

progressively decreases in successive cycles, as the results 

in Table 19 indicate. 

Previous tests for the QKS 1705 tube indicated similar 

behavior and most of the results obtained so far have been 

computed by integration from RF output to RF input, in the 

direction of the beam motion. This procedure requires the 

RF output power to be supplied as an input variable to the 

program and applied at a fixed phase relative to the time 

origin of the calculation. Figure 19 summarizes the situ- 

ation. 

Originally, it was planned to iterate the assumed RF 

output power until the correct drive power was obtained. 
3 

However, test simulations  of the QKS 1705 show that diffi- 

culties are caused by (a) the need to optimize the magnetic 

field, (b) the need of an impedance correction factor, 

(c) the loss of synchronism of the beam and the RF wave 

before the input position is reached, and (d) the lack of 

a steady state even after four or five cycles around the 

tube.  For these reasons, the present results do not resolve 

variations of a few percent in operating conditions, as occur 

in practice, for example, when the drive frequency is varied. 

C.  Iterative Procedure.  An iterative procedure has been 

tested involving separate calculations of the beam motion 

from output to input and the RF power gain from input to 

output. The steps in this procedure are as follows: 
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1. Supply an initial RF output power and an RF drive 

power and assume an exponential power variation from input 

to output.  Use the cold-circuit phase velocity. 

2. Compute the beam motion around the tube to derive 

the anode current and the RF driving currents (in phase 

and out of phase). 

3. Integrate the RF-circuit equations from the RF input 

to the RF output using the previously calculated driving 

terms to derive a new RF power and hot phase distribution. 

4. Apply the new RF power and phase to recompute the 

beam motion. 

Steps 3 and 4 may be repeated iteratively.  Trial runs 

have been made 

1. Over two separate cycles around the QKS 1842, 

2. With interaction impedances of 7.5 ft (as measured) 

and 15 ft, and 

3. With magnetic fields of 0.35 T and 0.355 T to optim- 

ize beam-circuit synchronism. 

The results for a single iteration (steps 1 through 3) 

are shown in Table 20.  The magnetic-field increase to 0.355 T 

does not noticeably increase the computed gain.  With a 15 ft 

impedance, the beam motion and the subsequently computed RF 

interaction with 5.5 kW RF drive and 168 kW output are 

nearly consistent.  The iterated RF output power of 155 kW 

is close to the initially assumed value of 168 kW.  Also, the 

iterated anode current of 16.4 A is close to the measured 

value of 17.1 A.  However, with a 7.5 ft impedance value, the 
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self-consistent output power would be less than 52.8 kW with 

an anode current of less than 7.1 A.  Clearly, this model 

requires an impedance of 15 ft, not 7.5 ft as measured. 

This method is considered to be only partly successful 

for three reasons: 

1. The iterated output power depends on the initial 

beam conditions and changes after successive cycles around 

the tube. 

2. The iterated output power varies with the initial 

RF voltage distribution, for example, when the value of the 

impedance is changed for a fixed power level. 

3. The most serious limitation is that trial runs show 

that further iterations do not converge, partly because the 

hot phase velocity of a backward-wave circuit falls if the 

RF current moves ahead of the RF voltage wave.  Hence, asyn- 

chronism between beam and wave increases with each iteration. 

D.  Assumptions and Approximations.  It is worthwhile to 

examine the model assumptions in order to determine possible 

improvements.  These assumptions and approximations are lsited 

below. 

1. The interaction region has a rectangular cross sec- 

tion perpendicular to the magnetic field.  If the actual tube 

is cylindrical, it is assumed that the radius of curvature 

of the cathode is much greater than the retarded RF wavelength 

2. The sole electrode is a smooth, perfectly conducting 

plane. 
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3. For calculations of the static electric field and 

the intercepted power and current, the anode behaves as a 

smooth, perfectly conducting plane. 

4. The static electric and magnetic fields are uniform 

between anode and sole (but may be tapered in the drift 

direction provided the relative change per wavelength is 

small).  The magnetic field is axial. 

5. Motion in the magnetic-field direction is zero; 

this is a two-dimensional model only using rods of charge 

to represent the beam. 

6. The electron thermal velocities are negligible in 

the bulk interaction; however, the user may select an ini- 

tial energy for primary or secondary electrons emitted from 

the sole. 

7. There are no neutral or ionized gas atoms present. 

8. The electron-electron collision time is large com- 

pared with the transit time through the amplifier.  The 
g 

collisionless particle-in-cell model  is then applicable to 

treat collective space-charge interaction. 

9. The beam velocity and circuit phase velocity are 

much less than the velocity of light (v2/c2 << 1) such that 

motion is nonrelativistic, forces due to RF magnetic fields 

are negligible and Laplace's equation replaces the wave 

equation. 

10.  The relative change of the local electric field 

during one time step of the calculations (usually 1/20 of 

the cyclotron period) is small. 
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11. The relative change of the local electric field 

between adjacent mesh points (96 per wavelength; 48 in the 

anode-sole direction) is small. 

12. The computed results are relatively insensitive to 

the number of simulation rods used.  (Actually, results 

have shown that up to 4,000 rods suffice at least for good 

order-of-magnitude results but that 7,000 rods give greater 

RF gain and better beam-wave synchronism.) 

13. The direct anode-sole voltage is constant through- 

out the time of the calculation. 

14. The magnetic field is constant throughout the time 

of the calculation. 

15. A continuous-cathode CFA is simulated in up to five 

cycles around the tube, including one starting cycle.  The 

results from successive cycles differ  and it is assumed 

that arithmetic means of the computed powers and currents 

over the cycles (excluding the starting cycle) are realistic 

values. 

16. For the distributed-emission CFA, the operating state 

is independent of the starting process.  The majority of runs 

have been started assuming a Brillouin beam at the RF input 

for a forward-wave CFA or at the RF output for a backward- 

wave CFA. 

17. Secondary emission is uniform over each retarded RF 

wavelength along the cathode (sole).  This space smoothing 

compensates for the granularity of the rod model.  Time 

smoothing is incorporated as an option  but is not used in 

present calculations. 
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18. The secondary-emission coefficient is a tabulated 

function of primary impact energy and is independent of the 

angle of primary incidence. 

19. Secondary emission is suppressed when the primary 

electron is intercepted on the sole with the electric field 

directed away from the sole (the space-charge-limited condi- 

tion) . 

20. For a two-dimensional model, secondary emission is 

uniform over the width of the beam (in the magnetic-field 

direction). 

21. Secondary electrons are emitted with a constant 

initial energy (usually 2 eV) at a fixed angle (60 degrees) 

to the sole surface with alternate secondaries having oppo- 

site tangential velocity components. 

22. Only a single-frequency signal propagates along the 

circuit. 

23. The actual RF circuit is equivalent to a continuous 

transmission line of known fundamental phase velocity, inter- 

action impedance and attenuation on the circuit surface. 

However, for the backward-wave CFA, it has proven necessary 

to raise the measured impedance by a factor of up to 2. 

24. Only the lowest-order space harmonic is assumed to 

receive power from the beam.  The time-averaged RF power 

transferred to the circuit wave via the higher-order space- 

harmonic fields is neglected. 

25. Only a single interacting RF mode exists.  Thus, at 

least two types of spurious interactions are ignored: 
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space-harmonic amplification at the drive frequency and 

possible oscillations at other frequencies. 

26. Changes in the RF field in the magnetic-field 

direction are ignored.  The fields used are treated as 

average values independent of the actual transverse beam 

shape for a two-dimensional model.  (Actual beams show 

maximum anode bombardment and sole emission in the center 

of the transverse plane.) 

27. Power propagates in only one direction along the 

RF circuit with no reflections.  The power transfer from 

the beam is calculated from a first-order differential 

equation; this neglects the backward-traveling wave. 

28. The interaction may change the RF phase velocity 

to a "hot value" but the periodic length of the interaction 

region remains unchanged. 

29. The variations of the RF circuit fields across the 

interaction region between anode and sole are the same for 

both hot and cold waves.  (The above two approximations con- 

veniently reduce computing time since the interaction func- 

tions need be retabulated only at the start of each run or 

at a circuit taper.) 

30. The RF gain per wavelength is small so that the space- 

charge distribution and the RF wave are approximately periodic 

in space at each step.  The RF amplitude and phase vary slowly 

along the tube, i.e., their fractional changes in a single 

wavelength are small compared to unity.  The program employs 

the periodicity assumption in two ways: 
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a. for solution of Poisson's equation, assuming 

that space-charge forces between electrons more than a 

wavelength apart are negligible because of the shielding 

effect of the anode and sole, and 

b. imposing a periodic charge distribution by- 

shifting particles that leave either end of the interac- 

tion wavelength forward or backward by one wavelength. 

31. The distribution of charge density and velocity 

over one RF period at a given drive position is the same 

as the distribution over one RF wavelength at a given 

instant.  This assumption is correct only if all particles 

move in synchronism with the RF wave and gives good results 

with ease of computation.  However, it is not applicable 

to the calculation of time harmonics or intermodulation 

products on the circuit. 

32. The RF wave on the circuit and the space-charge 

distribution are approximately periodic in time at each 

position along the tube, i.e., any modulation period is 

large compared to the RF period.  In the continuous-cathode 

CFA, there is probably no steady RF state (and high noise 

levels are observed as a result).  Hence, it is not expected 

that results computed from successive cycles around the 

device will be exactly the same.  Both in the real tube 

and in the model, it is not necessary that the transit time 

of a bunch or spoke of charge around the tube be an integer 

multiple of the RF period. 

33. It is implicitly assumed that a time-stepping solu- 

tion of the equations of motion combined with a space-stepping 



85 

procedure for integrating the circuit wave around the tube 

will yield a realistic solution.  An alternative procedure, 

calculating the motion throughout the entire tube in time 

steps, requires more computing time and storage. 

Of those listed, the major approximations are considered 

to be: 

1. The continuous transmission-line model for the RF 

circuit with a single space harmonic as in a linear device, 

2. The angular periodicity and the single mode of 

operation enforced by the interacting RF field treated. 

3. The restriction of calculations to a single RF wave- 

length and the space-stepping procedure for the restricted 

reference frame, 

4. The rectangular electrode configuration, 

5. The limited number of cycles around the tube (nor- 

mally not more than five) , 

6. The two-dimensional model. 

E.  Proposed Cylindrical Model.  The next refinement that 

should be tested is to treat the entire device as a two- 

dimensional cylindrical interaction region.  Then the posi- 

tions of particles all around the tube would be known at 

every time step and the RF driving currents and the circuit 

voltage distribution would be known.  Such a model has already 

11 12 been developed by Dombrowski and Price   and Surti   at the 

University of Connecticut for simulation of the amplitron 

and of a cylindrical injected-beam forward-wave CFA with 

beam injection in the magnetic-field direction.  The latter 
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device has 62 vanes, including 10 in the sever region.  The 

Connecticut calculations do not include secondary emission, 

use only 1,100 simulation particles and use a relatively 

coarse potential mesh of 128 spaces around the cylinder by 

16 spaces between the anode and sole.  The RF-circuit field 

is the total field due to the potentials on all the vane 

tips and is computed using a Green's function tabulated on 

a mesh of 49 spaces in the angular direction (covering 

about 22.5 degrees on each side of a given vane) by 40 

spaces in the anode-sole direction.  In contrast, the SAI 

program uses 96 spaces per retarded wavelength and 48 in 

the anode-sole direction for the solution of Poisson's equa- 

tion, and the RF field is included in this solution with a 

single space harmonic.  By treating the total field due to 

11 12 the vanes, the Connecticut  '   model automatically includes 

all space harmonics and the corresponding amplifying modes 

at the drive frequency.  The model is applicable equally 

well to forward-wave and backward-wave amplifiers. 

The cylindrical model resolves the RF field into Fourier 

components that have angular periodicity instead of using 

the space harmonics appropriate to a linear structure. 

13 14 Dombrowski   and Smith  have suggested for a reentrant 

tube that the interacting space-charge waves also have angu- 

lar periodicity (the rotating-wave hypothesis).  Their theory 

was developed for the amplitron which has relatively few (11) 

vanes and a sever region between two adjacent vanes.  However, 

experimental measurements by Steyskal   suggest that the 

reentrant tubes such as the QKS 1705 and QKS 1842 (which 
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have 40 vanes including 4 within the sever region) may also 

behave in this way. 

Under the rotating wave hypothesis, the various inter- 

acting modes at a given frequency correspond to space-charge 

waves of differing angular periodicity but have the same 

time period as the drive signal.  By treating the entire tube 

throughout, the full cylindrical calculation imposes only 

the reentrancy boundary condition.  It can thus treat all 

possible interaction modes.  It can also verify whether a 

steady state exists without the fluctuations of output power 

and anode current predicted by the present model.  In fact, 

12 
the results of Dombrowski and Price   for the forward-wave 

CFA shows that the RF output voltage does not, in general, 

attain a steady-state level because of the feedthrough of 

beam modulation in the sever region between the RF output 

and input.  However, no difficulties were encountered in 

starting the RF buildup in the simulation and realistic 

output powers were obtained.  An increased characteristic 

impedance was used as a convenient means of speeding the 

initial buildup process. 

11 12 The Connecticut method  '   appears promising for a sim- 

ulation of the CFA's of present interest given that suffi- 

cient computer time and memory are available.  A simulation 

of the QKS 1842 with secondary emission would require about 

60,000 particles and a 1,441 by 44 mesh in order to cover 

the 15 wavelengths around the device with the same resolu- 

tion as at present.  A coarser model may well prove adequate. 
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SAI has applied this method initially for a ballistic tra- 

jectory calculation in constant RF fields with the realistic 

geometry of the vane line  (see Section IX and Appendices 

D and E).  This computation uses only 32 particles and is 

economical of computer time.  It has provided a convenient 

starting point for development of the new model. 

As the next stage, it is proposed to develop the RF 

circuit model using the equivalent network method described 

12 by Dombrowski and Price.    The preliminary calculations 

will be made for an amplitron rather than for the present 

Raytheon tubes since the lower number of vanes in the ampli- 

tron requires less computing time.  Initially, too, angular 

space-charge forces will be neglected and the cathode will 

be treated as a uniform thermal emitter.  The results of 

14 Smith   suggest that the model should be able to demonstrate 

mode selection at differing anode voltages.  This property 

will be investigated further. 

XI.  Computation Time and Cost 

In refining the simulation, it is necessary to consider 

the available machine capability and the cost.  SAI has per- 

formed most of the simulations on the Michigan State Univer- 

sity CDC-6500 computer because of the low cost.  In Table 21, 

the cost and CPU time for a 300-step run are compared with 

those for other computers on which versions of the program 

have been run.  The CDC machine has only 61,440 decimal 

(170,000 octal) 60-bit words available to the user.  This 

is sufficient for up to 5,500 rods.  (The 4,000-rod program 



TABLE 21 

COMPUTER COMPARISON FOR DECFA SIMULATION 

WITH 300 TIME STEPS AND A MAXIMUM 4,000 RODS 

Computer        Elapsed Time*  CPU Time     Cost 

University of Michigan 
Amdahl 470V/6 ~   3 minutes     2 minutes     $60 

Michigan State University 
CDC-6500 -50 minutes    11 minutes    $30 

Naval Electronics 
Laboratory Center 
IBM 360/67 =60 minutes    30 minutes  not known 

Naval Electronics 
Laboratory Center 
PDP-11/40 -8.3 hours    not known   not known 

*dependent on system load 
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requires 52,900 decimal 60-bit words.)  The 6,787-rod 

simulation described in Section VIII cost about $110 per 

300 steps on The University of Michigan Amdahl 470V/6 com- 

puter. 

Although the cost is high, the actual time required 

on the University of Michigan computer is only three 

minutes.  Thus, a larger program is certainly a practical 

possibility.  Ample core storage of 1 million 32-bit words 

is also available. 

A further possibility for a larger program is to use 

a small computer to full capacity.  SAI installed an ear- 

lier version of the program on the Digital Equipment Corpor- 

ation PDP-11/40 minicomputer at the Naval Electronics 

Laboratory Center (NELC).16'17  The NELC work included 

tests which demonstrated that the numerical precisions of 

the Amdahl 470V/6, the IBM 360/67,  the CDC-6500 and the 

PDP-11/40 are adequate and do not produce significant errors 

in the simulation results.  Because the PDP-11/40 computer 

uses a 16-bit word, a program cannot directly address more 

than 32K words.  For this reason, the DECFA program had to 

be adapted especially for the memory partitions allowed by 

the hardware and it was necessary to store the rod arrays 

on disk.  The execution time of 8.3 hours per cycle is also 

inconveniently long.  A minicomputer which is more suitable 

is the Harris 6024/4, which has a 24-bit word and is about 

as fast as the single precision IBM 360/67. 
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XII.  Summary and Conclusions 

A.  General Objectives.  To reduce the high cost of 

experimental tube testing, it is desirable to be able to 

obtain theoretical predictions of the performance of a 

given design.  Because of the complexity of crossed-field 

interaction, a computer simulation is necessary.  The 

results desired for such a simulation are: 

1. Clarification of the distinct physical mechanisms 

affecting steady-state operation. 

2. Quantitative predictions of anode current, RF out- 

put power, gain, efficiency and anode and sole heating for 

given values of magnetic field, RF drive and frequency, 

anode-sole voltage, tube dimensions, secondary-emission 

characteristics and equivalent network parameters for the 

RF circuit. 

3. Predictions of performance over a given frequency 

band, particularly variations in efficiency, anode current 

and voltage as the drive frequency is changed. 

4. Predictions of limits to bandwidth set by loss of 

efficiency or interfering modes. 

5. Predictions of the minimum RF drive power required 

for starting the CFA as a pulse begins. 

Even with a reliable model, the amount of computation 

required to reproduce a complete performance chart would 

amount to tens of runs, each costing $100 or more.  There- 

fore, a study is restricted to specific parameter values 

in the vicinity of the desired operating voltage, magnetic 

field and RF drive power. 
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As the first stage in developing a useful model, the 

SAI program has been run for tubes of known performance 

in order to correlate theory and measurement.  The results 

described in this report and summarized below show at 

least good qualitative agreement with experiment and give 

insight into the electron dynamics in both forward- and 

backward-wave CFA's.  However, a more refined calculation is 

necessary for quantitative predictions. 

B.  Comparison of the QKS 1705 and QKS 1842 Tubes.  The 

QKS 1842 CFA is a newer design than the QKS 1705, with a 

smaller anode circumference and a smaller vane spacing, 

which gives a reduced RF phase velocity and a reduced inter- 

action impedance over the 9.5-10 GHz frequency band.  Con- 

sequently, the QKS 1842 requires a lower beam drift speed 

for synchronism, which is provided by a higher magnetic 

field and a lower operating voltage.  The Brillouin circula- 

ting current is 65 A in the QKS 1705 and 35 A in the QKS 1842 

at 9.75 GHz.  The QKS 1705 provides up to about 500 kW RF 

output.  The QKS 1842 was originally designed to provide 

about 200 kW peak over the entire 9.5-10 GHz band, but, 

in fact, provides 175 kW and 17 A over a reduced bandwidth 

with a 5.5 kW RF drive.  The efficiencies of both tubes are 

approximately 40 percent.  The QKS 1842 tube has also given 

difficulties in starting. 

The reasons for the low output power, the restricted 

bandwidth and the starting problems are not well understood. 
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An aim of the present simulation project was to compute 

such trends and thus account for the many separate physical 

effects with a single model. 

C.  Summary of Results.  The noniterative backward-wave 

CFA program is restricted to deriving the RF drive power and 

anode current when the RF output power is supplied.  However, 

the results have yielded several qualitative observations: 

1. The interacting beam fills most of the interaction 

region and the width of a spoke of charge along the RF cir- 

cuit limits the efficiency because of anode bombardment in 

regions of unfavorable phase. 

2. The RF current induced on the circuit accelerates 

ahead of the RF voltage wave as the power level falls from 

the output toward the input. 

3. The output power, phase angle and direct anode cur- 

rent do not show steady-state values in successive transits 

around the tube.  The anode current, for example, varies 

by up to 24 percent of its mean in the forward-wave CFA 

calculations and by 20 percent of its mean for the QKS 1842 

(backward wave).  These variations are thought to be real, 

although their size may be exaggerated because of the limited 

number of rods in the model. 

4. The anode currents computed in the backward-wave 

CFA's clearly increase with the RF output power when this 

is supplied to the program and are larger for the QKS 1705 

than for the QKS 1842 by a factor of between two and three. 
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In fact, the QKS 1842 current shows good agreement with 

measured values (when the RF impedance is doubled).  For 

the QKS 1705, the computed current is higher than measured, 

possibly because the assumed beam width of 14.8 mm is too 

high. 

5. The runs for the QKS 1705 and QKS 1842 behave simi- 

larly, showing bunched beams of similar shape and similar 

RF current phase-distance characteristics.  Thus, both 

tubes operate in the same manner (neglecting interfering 

modes) once they are started. 

6. The efficiency of both tubes is limited to approxi- 

mately 40 percent because the beam forms a broad bunch and 

fails to synchronize perfectly with the RF wave.  Increas- 

ing the number of rods in the model improves the synchronism, 

however. 

7. The interaction impedance must be doubled for 

realistic gain in the backward-wave tubes.  This suggests 

that the computed loss of synchronism is unrealistic. 

8. The model is more accurate when the ratio of RF to 

direct voltage is higher, as in the forward-wave SFD-243, 

for which the given interaction impedance needs no correction 

In the backward-wave tubes, the ratio of RF to direct volt- 

age is less by a factor of about three (Table 10).  Hence, 

the ratio of the RF field to the space-charge field is also 

smaller. 

9. In both the QKS 1705 and QKS 1842 simulations, the 

cathode maintains the beam by providing secondary electrons 



95- 

and good beam stability results.  However, the detailed 

effects of the secondary emission vs. impact energy char- 

acteristic are worth further study. 

10. An off-center cathode in the QKS 1842 gives greater 

RF gain and greater anode current than the symmetrical 

cathode but a lower efficiency is computed. 

11. Ballistic theory gives good order-of-magnitude 

predictions of the drive powers required to turn on a 

pulsed CFA, but an improved computer calculation should 

include the time-varying anode-sole voltage for a dc-pulsed 

tube. 

D.  Further Work Proposed.  Continued work at SAI is 

aimed at improving the CFA modeling so as to obtain better 

quantitative agreement with measurements for a single operat- 

ing point per run.  It is recommended that an improved model 

be used to simulate the entire tube in each step of a tran- 

sient calculation, not just a single wavelength as at present. 

SAI has developed a model for ballistic trajectory calculations 

using the cylindrical configuration and the exact RF fields. 

Next, it is proposed to incorporate the RF interaction and 

reproduce an operating condition, initially with a thermonic 

cathode, no angular space-charge forces and a limited number 

of particles.  After this, the model will be developed further 

to simulate the present tubes. 



APPENDIX A 

POWER-TRANSFER EQUATIONS FOR THE RF CIRCUIT IN A CFA. 

A.l General Circuit Equations. The RF voltage V(z,t) on 

the circuit at a distance z from the start of the interaction 

calculation and at time t is given by 

V(z,t)  =  -V1(z) sin[cot - B(z)z - e(z)]  .      (A.l) 

Only a single interacting space harmonic is treated.  The 

drive frequency is W/2TT and the cold phase velocity, which 

may be a function of position, is w/3(z).  The phase lag 

6(z) gives the effect of the reactive power transferred from 

the beam, which slows the wave when 8(z) is positive. 
o 

The circuit equations of Yu et al.  may be written as 

dV Z P 
__L =  _av + ° £ fA 2) 
dz      a 1" V1 

l   J 

and 

Z R 

dz     " V|   ' {A-5) 

Here, the symbols are defined as 

Pg  =  RF power transferred from beam to circuit per unit 

length (W/m) 

Rg  =  reactive power per unit length, defined by Yu et al 

as the power per unit length that would be trans- 

ferred if the RF voltage were delayed in phase by 

one-quarter cycle. 

96 
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The lower sign on the right-hand side of the equations is 

used for the backward-wave device.  The attenuation constant 

a is positive for a forward wave and negative for a backward 
Q 

wave.  Yu et al.  derive Eqs. A.2 and A.3 for the forward- 

wave case.  The minus sign for the backward-wave device in 
o 

Eq. A.3 is omitted by Yu et al. ,  apparently in error  since 

the analogous equation derived from the transmission-line 

equation includes it (Appendix B).  With the present signs, 

Eq. A.3 states that the RF wave is accelerated in the direc- 

tion of power flow when the beam is ahead of the RF wave in 

phase in the direction of wave motion. 

The interaction region has a reference frame covering 

one retarded wavelength A, or 2TT/3, moving with the cold 

phase velocity w/3 so that the position I  of the trailing 

end is given by 

3&  =  wt (A.4) 

in the case where 3 is constant, or in general, by 

/^3(z')dz'  =  ojt  . (A.5) 

The relative longitudinal position z, in the interaction 

region is measured from the trailing end so that 0 = z,= A . 

Then the RF voltage V on the circuit is 

V(ltzltt)     =  -V1(A) sinfwt - B(A)(A + z1) - 9(£)]  .  (A.6) 

Neglect the changes of amplitude and phase over one wave- 

length and use the values V, U) , 6(£) and 3U) at the trail- 

ing end.  Thus, the term z may be replaced by I   in Eqs. A.2 

and A.3. 



98- 

o 
This model differs from that of Yu et al.  by fixing 

the velocity of the interaction region and allowing the 

hot RF wave to change in phase by the angle 0. 

A.2  Expressions for Power Transfer.  In the forward- 

wave amplifier, power gain and wave motion are in the same 

direction, and the equations are solved by integrating in 

this direction.  In the backward-wave CFA  simulation an 

integration in the direction of wave motion uses equations 

of the same form as the forward-wave case but with the 

negative sign of impedance in Eqs. A.2 and A.3.  The model 

can integrate these equations in either the direction of 

wave motion or in the direction of power flow.  The latter 

gives the correct feedback effect of the beam power on the 

RF wave but incorrect beam motion unless an iterative pro- 

cedure is utilized (Section X).  The values of the terms 

P  and R are the same for both directions; however, the 
g     g 

actual expressions depend on the direction in which z is 

chosen to be positive.  Expressions are derived here for 
o 

both cases  since the paper of Yu et al.  is unclear about 

several details. 

The term P (&) is the time-averaged power per unit 

length transferred from the beam to the RF wave at position 

& and is given by 

PgU)  = -^fldtfldypv   '   ERF(y,A,t)  ,        (A.7) 

where T is the RF period, y is the height above the sole, 

p(y,£,t) is the local charge density, v is the velocity (y,z) 
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and ERp is the RF electric field.  Now the time distribu- 

tions of charge density and velocity are not available from 

the present model because the charge distribution is made 

periodic in space with a fixed period X  and is not necessarily 

periodic in time with period T at a given position.  Instead 

the spatial distribution of charge over the interaction 

region is used directly, as follows. 

In Eq. A.7, replace the interval (0,T) by the interval 

(T£-T,T£), where 

T£  = % • CA.8) 

the transit time of the RF wave to position I.     Now make 

the approximation 

pv • ERp(y,£,t)  = pv   • ERp[y, £ + (|)( T£-t) ,T£]     (A.9) 

for T„ - T = t = T«, replacing the unknown time distribution 

with the known space distribution over one retarded wavelength 

Finally, make the change of variables 

z 1     =  u)(TA-t)/e  . (A.10) 

Q 

These transformations give Yu et al.'s  equation for P  as 

P (£,TJ  = - Y/Adz,/adyp,   (yE DU + zE DT0  ,    (A.11) 
gv ' lJ X  o  1 o /Kbeamw yRF    zRF' 

w here the charge density, velocity and components E RF and 

1 
i DC are now evaluated at time T. and position £ + z . 
Z Kr Ji 
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The reactive power, R , per unit length is then derived 

by replacing (tot) by (wt - TT/2) in the expressions for the 

electric field E, or equivalently, replacing (Bz,) by 

(3z, + TT/2) .  This derivation applies both for forward 

and backward waves; in both cases, R  is defined as the com- 
g 

ponent of power flow to the electric field behind the beam 

by one-quarter of the RF cycle. 

The term P /V has the dimensions of current per unit 

length and is a measure of the RF current induced on the 

circuit. 

A.3  RF Current Phase Lag and Total Voltage Phase Delay. 

The local RF phase lag ty  of this current from the RF wave 

at a given position is given by 

\p     =     arctan(R /P ) (A.12) 

and is zero when R is zero.  The quantity \p   (in degrees) 

appearing on lineprinter plots is designated as the "RF ANGLE." 

To relate this angle to the observed total phase delay 

between RF output and input, notice that from Eq. A.3 the 

value of 0 at the end of the circuit, z = I   , is given by 

I Z 
9(£ )  = +/ °&l-T7£-V     tan ty(IL)     . (A. 13) 

o'      o   V| g 

When the angle 8(£ ) is positive, the measured hot phase delay 

in the direction of wave motion as seen by the beam exceeds 

the cold phase delay by the phase angle 0(£ ) or by a time 

equal to 0(£ )/co seconds. 
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The external phase delay <f>,   as measured from input 

to output over a distance I     is given by the equation 

Kn +     •  B£  + 9(£ ) (A.14) rhot      o     o7 v    ' 

for the forward-wave circuit or by the equation 

I 
•, *  =  ^— " [B«-  + 6(A )] (A.15) hot      p   l  o     oJ J *•    ' 

for the backward-wave circuit, with straps connecting alter- 

nate anode vanes, where p is the pitch of the RF circuit. 

The quantity <Phnf   (in degrees) appears on lineprinter plots, 

designated as "RF DELAY." 

It is seen from Eq. A. 13 that when the phase lag ^ arid 

the power transfer P  to the circuit have the same sign the 

phase lag 9(z) of the hot wave increases in the direction of 

wave motion for the forward wave and decreases for the 

backward wave.  It thus increases in the direction of power 

flow for both types of wave.  Equations A.14 and A.15 then 

show that the observed phase difference between input and 

output increases in both forward-wave and backward-wave 

amplifiers when the circuit current lags the RF wave.  If 

the beam and wave were in perfect synchronism throughout 

the tube, the phase delay would be unaltered by the inter- 

action. 

A.4 Calculation of Power Transfer for Integration in 

the Direction of Wave Motion. The RF voltage varies over 

the interaction region as 
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Voc  "  "viO) sin[wT0 - B£ - Bz, - 8(A)] Sini? fjj  ,  (A.16) RF      lv 7    L  £ 1    v ^J smh 3a  '  ^    J 

where a is the anode-sole spacing.  Hence, the RF voltage on 

the anode as seen by the moving frame is given by 

V RF  =  V1(A) sin[Bz1 + 9(£)] (A.17) 

and is used as a boundary value for the solution of Poisson's 

equation in the interaction region. 

For computing the power transfer factors P  and R , the 

RF electric field components are given by 

and 

EyRF 

3VRF 
3y 

F 
zRF 

.   3VRF 
3z, 

3VRF - 3VRF 
3z, 

(A.18) 

(A.19) 

neglecting dV,/d£ and d9/d£ relative to $V,  .  Equation 

A.16 then gives 

EyRF  =  -BVl(£) sin[Bz1 • 9(A)] §fffc-|j       (A.20) 

and 

EzRF =  -pvi^) cosIBZj • 9(A)] figfLjj  .     (A.21) 

Hence, P and R are given in the SAI model by 
g     g    6 

P 

A ;oazljoaypbeamiy'   lny  sinh   Ba 

•   sin[Bz1   +  8(£)]   +   z   |gjj  ||  cos[Bz1   +   9(A)]) (A.22) 
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and 

R 

Vl o 1/-dz1/
adypK    (y,Zl){y c?si; gy 

X o  1 o /Kbeam /' l'w smh Ba 

• cos[3z1 + 6U)] - z |£gjj || sin[6Zl + 9(£)]}  .  (A.23) 

It remains to derive the actual equations used in the 

computer program. Define expressions AIN and AOUT by the 

equations 

AIN I CG 
all charge in 
interaction 
frame 

"ggHiX'^iXfc) 

+  VZ (sinhB^ cos 3  1  (A>24) 
vsinh 3aJ 1J 

and 

AOUT I CG 
all charge in 
interaction 
frame 

5) 

The terms VY and VZ are the normalized rod velocity com- 

ponents (relative to a fixed reference frame) given by 

VY  = 
yAt 
2 Ay 

(A.26) 

and 

VZ zAt 
2Az 

(A.27) 

where Ay and Az are the y- and z-spacings of the computa- 

tional mesh and At is the time step used in the calculation. 
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The term CG is the number of units of normalized charge 

carried by a given rod (variable in order to allow for a 

noninteger secondary-emission coefficient). 

Combining Eqs. A.22 through A.25 and replacing the 

terms pdz,dyh by the rod charge q (a negative number), it 

can be seen that 

P 
_^ = 
Vl 

e(it)(l?0(AIN C0S 6 " A0UT sin 9) (A. 28) 

and 

R 

Vl B(ffXl?X"AIN Sin 9 " A°UT C°S 9)  '     (A. 29) 

In some versions of the program code (subroutine CIR2), 

the terms P /V  and R /V, are computed with a minus sign, 

using the terms ADRV and ACOUT to represent the expressions 

-P At/(gAzV,) and -R At/(BAzV ), respectively.  The corre- 

sponding sign reversals are also made in the program equi- 

valents of Eqs. A.2 and A.3.  The multiplier ZCN3  used in 

the program equals the expression 2(Z /V )(Az/At).  Here, 
O   3. 

V  is the anode-sole voltage, which is used to normalize 

the RF voltage. 

A.5  Calculation of Power Transfer for the Backward-Wave 

CFA by Integration in the Direction of Power Flow.  The 

longitudinal coordinate z is now positive in the direction 

of power flow and negative in the direction of wave motion. 

Therefore, the differential equations are modified by 
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replacing z by -z and using the lower sign in Eqs. A.2 and 

A.3, giving 

dV Z P 
—1  -  aVl • -$-* (A.30) 

and 

A* z R 
^ =   ° S fA 311 dz     V?   ' LA.-siJ 

The attenuation constant a is a negative number and the 

impedance Z  is positive.  The RF voltage is now given by 

V(y,z,t)  =  VjCA) Sinfwt + B(A + z^ - 8(A)] ||gjj |g , (A.32) 

defining a reference wavelength fc = z = 5,+ X and a relative 

z-coordinate z, as before.  The anode voltage in the refer- 

ence frame is 

V(a,z,t)  =  VjU) sin[a)t + B£ + gz1 - 6(A)] .    (A.33) 

The reference frame is assigned the speed w/6 in the opposite 

direction to the beam and the wave so that 

V(a,z,t)  = V1(A) sin[2&£ + Bzx - 8(A)]  .     (A.34) 

Differentiating Eq. A.32 gives the electric-field components 

now as 

EyRF  =  -SV1 sinCBZj . 26* - e) fffg-U        (A.35) 

and 

EzRF     '     "6V1  "sCBZj   *   26.   -   I)   fgj-g (A.36) 

at   time  t  =  3&/w. 
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Using the spatial distribution of charge density and 

velocity in Eq. A.7 for P yields, after a change of variables, 

the same equation as before: 

P   = - ^/ydz1/
adyp,   (yE Dn + zE _„) g     X o  1 o '   beamw yRF    zRFy (A.37) 

or substituting Eqs. A.35 and A.36 gives 

P  = ^-/Xdz.,/adyp,   (y,z,) g     X   o  1 o ' Kbeamw ' \J 
• cosh gy 
^ sinh 6a 

sin(3z1 + l$%   - 9) + z §|g|j *?  cos(Bz1 + 2&Z   -   8)  .(A.38) 

Define expressions AIN and AOUT exactly as in Eqs. A.24 

and A.25.  The expression for P becomes 
g 

5» • <m f) AIN cos(9 - 2BA) + AOUT sin(9 - 2BA) .(A.39) } 
The corresponding expression for R  is derived by replacing 

wt by ait - (IT/2) , or equivalently, by replacing 8 by 9 + (TT/2) 

to give 

% - <mm •AIN sin(9 - 26£) + AOUT cos(9 - 20A) (A.40) 

For computational convenience, the term -2B& is included in 

the definition of 9(A), and the equivalent of Eq. A.31 

actually solved by the program is 

d6 
dTBiy 

Z R 
2 + ° 8 1     svf (A.41) 



APPENDIX B 

LINEARIZED TRANSMISSION-LINE EQUATIONS 

B.l Analytical Equations.  The basic one-dimensional 
7 

transmission-line equation is given by Rowe as 

a2VU,t) 1   32V(z,t) . _3_ 
3z2     y2(z)    3tz     3z l\,Cz)J 

3V(z,t)   2ct(z) 
9z    vQ(z) 

.   3V(z,t)     _     ±
Zo(^f32p(zttj   +   ,     f-^r-^pfz.t)"] f     n 

3t "     ~^JJ[_       3t2 2voCz)a(z3 —ftj     .   (B-1} 

The notation used is as follows: 

z  = distance along the tube in the beam-drift 
direction (m), 

t  =  time (s) , 

V(z,t)  = potential (V) in the interaction region as 
measured at the level of the RF circuit, 

v (z)  =  cold-circuit phase velocity (m/s); may be 
tapered by the designer] 

Z (z)  =  interaction impedance at the level of the o RF circuit ffi), may be tapered, 

ot(z.)  =  exponential decay constant for cold-circuit 

voltage loss (m ), corresponding to a)Cd(z)/ 
7 

v (z) in Rowe's  equation, 

p(z,t)  =  charge per unit length (C/m) induced on the 
circuit at position z and time t. 

The plus sign on the right-hand side is used for the 

backward-wave device.  The attenuation constant a is posi- 

tive for a forward wave and negative for a backward wave. 

Let the voltage V be given by 

V(z,t)  =  Re{jV1(z) exp j [ut - 3(z)z - 6(z)]}  .  (B.2) 

-107- 
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The amplitude V,(z) varies slowly; i.e., its fractional 

change in one RF wavelength (2TT/B) is small.  The term 3 

is the cold-circuit phase constant, w/v (z), and varies 

with position only if the slow-wave structure is physically 

tapered. 

The charge per unit length is given by 

p(z,t)  =  Re{j(C + jD) exp j [ut - B(z)z - 6(z)]}  ,  (B.3) 

where C + jD is the complex amplitude of the time harmonic 

of frequency W/2TT and the space harmonic of wave number Q 

for the induced charge per unit length on the circuit. 

Substituting Eqs. B.2 and B.3 in Eq. B.l, neglecting 

the second derivatives, and assuming that de/dz << (B  gives 

the linearized equations as follows: 

1 ctV  +T^(-wzD  +  2<xv  ooC) (B.4) 1   2w o     ' v 

and 

a? =  ±JW:^2C - 2avouD)   • CB-5) 

The interaction region is a reference frame of length 

2TT/3 moving with the speed ui/B so that the position I  of 

the trailing end is given by 

3A =  ut (B.6) 

in the case where &   is constant, or by 

/£6(z)dz  =  ut (B.7) 
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for a tapered circuit.  Let the coordinates relative to 

the reference frame be (y,z,).  Then the Fourier components 

C and D are given as 

C = ^/XdZl/
adyp,   (y,z,) Sln!^ tY  sin[Bz, + e(JQ]   (B.8) 

A o  1 o /Kbeamw  1  smh 3a    L  1    *- J J   v   * 

and 

D " -X^Vo^beam^l' ITHMJCOS[BZ1 * e(t)1 >(B'9) 

where    h = beam width in the magnetic-field direction, 

X = periodic length, 2TT/B, of the interaction 
region, 

a =  anode-sole spacing, 

y = height above the sole surface, 

p,     =  charge per unit volume in the beam, treated 
as uniform over the width h, 

z,  =  distance from the left end of the reference 
frame in the direction of the RF phase 
velocity. 

Here the time distribution required in Eq. B.3 is replaced 

by a spatial distribution over the interaction region 

£ = z = %  + X, and the variations of 9 and V, over the wave- 

length X are neglected. 

In the program, the voltage and distance are normalized 

and the integrals in Eqs. B.8 and B.9 are replaced by sums 

over the rods in the interaction region at each time step. 

Notice that the hot RF wave changes phase relative to the 

interaction region as the phase 9 varies. 
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It can be shown that the present equations become iden- 
o 

tical to those of Yu et al.  under the following conditions: 

1. The term A of Yu et al.  equals BV, of Eqs. B.4 

and B.5. 

2. The terms 2av uC and 2av wD in Eqs. B.4 and B.5 o o      n 

are neglected. 

3. The impedance Z  and the impedance defined by Yu 

et al. in terms of power flow are taken to be equal. 

4. The electrons all move with the velocity components 

given by dy/dt = 0 and dz/dt = co/3. 

5. The term [Bz + 6(z)] of Eq. B.3 equals the term 

z 8 
/ B(z*)dz' of the equations of Yu et al. 

6. The plus sign is taken for both forward and backward 

waves in Eq. B.5.  (This appears to be an error in the Yu 

et al. paper. ) 

B.2  Program Equations.  To derive the equations of the 

computer program, define expressions AIN and AOUT by the 

equations 

AIN  =      Z      CG figJL-gj cos Bz (B.10) 
all charge in   sinh 6a      X 

interaction 
frame 

and 

AOUT  =      Z      CG fi2£-§£ sin ., (B.ll) 
all charge in 
interaction 
frame 

using the same notation as in Appendix A.  Then, combining 

Eqs. B.8 through B.ll, it can be seen that 
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and 

C  = -^(AIN sin 6 + AOUT cos e) (B.12) 

D  =  ^(-AIN cos G + AOUT sin e)  ,        (B.13) 

where q is the rod charge (a negative number). 

For the case of integration of the backward-wave trans- 

mission line equations in the direction opposite the wave 

motion, replacing z by -z and using the minus sign as in 

Eqs. A.2 and A.3, Eqs. B.4 and B.5 become 

dV, lr ^ 
-T±    -     aV1   +  T£  -OJ

2
D  +   2av  C (B.14) 

dz 1        2wV 0  J 

and 

2WV1^-OJ
2
C   -   2avQDJ      . (B.15) 

d_9 
dz    2wVnl-u

zC 

Define the RF voltage now as 

VRF  =  Re{"JV1(z) exp j[u>t + 0z - 0(z)]}       (B.16) 

and the charge per unit length as 

p  =  Re{-j(C + jD) exp j[ut +6 z - 9(z)]}  .     (B.17) 

Replacing cot + $z by 2QSL  +   £z, and defining terms AIN and 

AOUT as in Eqs. B.10 and B.ll, it is seen that 

C  =  -^[-AIN sin(9 - 2B£) + AOUT cos(9 - 2g£f)     (B.18) 

and 

D  =  -^(AIN cos (6 - 2B£) + AOUT sin(9 - 2gJof)  .   (B.19) 



APPENDIX C 

EQUATIONS OF MOTION WITH RECTANGULAR GEOMETRY 

The equation of motion of a particle of charge q and 

mass m in an electric field E and magnetic field B is 

dv = £(I + v" x B)  . (C.l) 
dt    mK J ^ 

In the present two-dimensional model, the velocity v has 

components (0,v ,v ), the electric field E is (0,E ,E ) y  z y z 

and the transverse magnetic field B is (B,0,0). 

Computations use a discrete time step At, normally one- 

twentieth of a cyclotron period.  The coordinates x or 

(y,z) at time t and the velocity v or (v ,v ) at time 
p   y ^ 

t - At/2 are stored between successive steps. 

The integration over one time step proceeds in three 

18 stages, as follows, using a method described by Boris: 

1. Evaluate the electric field E at position x . 
P 

2. Advance the velocity in three stages: 

a. Account for the effect of the electric field by 

letting 

The assumption is implicit that the electric field E changes 

negligibly in one step. 

b. Apply the rotation caused by the magnetic field 

by defining 

v2 VlU  +  <t>2)       1  +  4>2        III ' L       J 

112- 
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where 

(This solution has an error of order |E/B|<j>2 and is exact 

in the absence of the electric field.)  The rod charge q 

is negative for an electron stream, and the magnetic field 

B is negative if it is directed in the negative x direction, 

as when the electron stream is traveling in the negative z 

direction. 

c.  Advance the velocity again to give 

?
N - ?

2 
+ (sXDAt • cc-s) 

3. Advance the particle position so that 

*N  =  xp + vNAt  . (C.6) 

4. Check for interception at the anode or sole and 

correct the z-coordinate by adding or subtracting one wave- 

length if the particle has left the left or right end of 

the interaction region.  Particles intercepted are removed 

from the calculation and are counted to determine currents, 

bombardment energies and the number of secondary electrons 

to be emitted at the sole before the next step. 

5. Finally, store the new position and velocity, xN 

and vN, for the charge-density calculation and the next step. 

18 In an alternative scheme, also described by Boris, 

the equation of motion is transformed by defining 

-  E x B 
Vl    V "  B2 (C.7) 
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and becomes 

dv I  =   a (v, x B)  , (C.8) dt     ITT 1 

as can be seen by direct substitution with E • B = 0.  The 

above equation is solved as in step 2   above.  This method 

gives the exact velocity for constant E.  Both methods have 

been tested in the present model with almost identical 

results. 
Q 

A third scheme is described by Yu et al.  and was used 

in previous versions of this program for motion relative to 

a moving frame.  The equations of this scheme give cycloidal 

motion for both positions and velocities and include the 

magnetic force due to the frame motion as an equivalent 

electric field.  Unfortunately, these equations have proven 

to be numerically unstable, even with no RF drive and negli- 

gible space-charge forces, causing charge to drift to the 

anode instead of maintaining an average direction of motion 

perpendicular to the electric and magnetic fields.  Conse- 

quently, this method has been replaced by the finite-step 

method described above. 

In developing the cylindrical method (Appendix D), SAI 

has used a fourth scheme, which has also been used by 

Vaughan  with a rectangular geometry.  These equations 

also give exact cycloidal trajectories for uniform fields. 

The solution is stable even for a time step as large as 

one-third the cyclotron period; however, the method of Eqs. 

C.l through C.5 is computationally faster. 



APPENDIX D 

EQUATIONS OF MOTION WITH CYLINDRICAL GEOMETRY 

This procedure uses a coordinate transformation to a 

1 8 
local rectangular coordinate system.    Let the particle 

•    • 
coordinates and velocity be (r,8) and (r,r9) in cylindrical 

coordinates (r,8,z). At the start of the time step, define 

local coordinates as 

x   =  0 (D.l) 
P 

and 

yp  =  r (D.2) 

and the velocity as 

v    =  r9 (D.3) xp 

and 

v    =  f (D.4) 
yp 

with the local electric field components 

Ex • Ee (D-5) 

and 

E   =  E (D.6) y      r v   •* 

Next, the particle equation of motion (Eq. C.l) is 

solved for the new position (x ,y ) and velocity (v  ,v  ). 

The scheme described by Vaughan   is used to give cycloidal 

115- 



116- 

trajectories which would be exact in a uniform electric and 

magnetic field.  (The velocity part of this algorithm is 

equivalent to Eqs. C. 7 and C.8.) 

Finally, the new cylindrical coordinates are computed 

using the equations 

r   =  /x2 + y2 (D.7) 
n    r^l   n   Jn K        J 

and 

6   =  tan_1(x /y ) + 6   , (D.8) 

where 6  is the previous angular position,and the new veloc- 

ity (rn,ren) is given by 

y       x 
f   =  v  — + v  -2- (D.9) n     yn r    xn r J        n       n 

and 

x       y 
r6   -  -v  — + v  —  , (D.10) n n      yn r    xn r   ' v    ' '       n       n 

a rotation of the coordinate system through the angle 

tan  (x /y ). v n yn 

The dc electric field is radial and equal to -V /r£n(r /r ) a     as 

at radius r, where V  is the anode-sole voltage, r  is the a a 
anode radius and r  is the sole radius.  Space-charge fields 

are not included.  The RF field is calculated as described in 

Appendix E. 

To compute accurately, the impact energy requires a small 

time step since a small percentage error in the total potential 
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and kinetic energy (which includes the anode-sole voltage of 

several kV) leads to a significant error in the sole bombard- 

ment energy, which is only a few eV.  At the point where a 

trajectory intercepts the sole, the motion is recomputed over 

the interception step with a reduced time interval.  This pro- 

cedure gives the interception energy and phase more precisely. 

(The RF fields are not recomputed during these reduced time 

steps.)  The number of reduced time intervals used is an 

input variable.  At present, one-tenth the normal time step 

is used. 

With time steps of 1/10, 1/20, 1/200, 1/400 and 1/800 

the cyclotron period, the total kinetic and potential energy 

are conserved to within 2.96, 1.48, 0.14, 0.07 and 0.04 per- 

cent, respectively, for a single particle in the direct field. 

To reduce rounding error, the program is run on the 

Michigan State University CDC-6500 computer which gives 

approximately 14 decimal places in single precision compared 

with 7.2 decimal places on The University of Michigan Amdahl 

470V/6 computer.  For the results presented in Section IX, 

800 time steps per cyclotron period are used.  From a com- 

parison of runs with 800 and 400 such steps, the estimated 

computational error in the impact energy is about 9 eV for 

an anode-sole voltage of 24,300 V and a maximum impact energy 

of 112 eV. 



APPENDIX E 

RF-CIRCUIT FIELDS IN THE CYLINDRICAL CFA MODEL 

The anode is treated as a set of segments (vanes) equally 

spaced around the interaction region.  The RF voltage and 

phase are given for vane j as VRp. and <J>. .  Then the RF 

field (E ,En) at position (r,8) at time t is given by r  o 

NVANES 

Er(r,6)  =   ^  VRFjGr[r,(9 - 6.)] cos(oot - ^ j    (E.l) 

3 = 1 

and 

NVANES 

E0(r,6)  =   ^  VRF.Ge[r,(6 - Q .) ]   cos(u>t - «j>.)    ,  (E.2) 

j = l 

where 0. is the angular position of vane j. 

The vector (G ,G„) is the Green's function which equals 
r  6 

the electric field due to a single vane at unit potential. 

The electric field is assumed to be uniform in the gaps 

between adjacent vanes.  The corresponding potential has 

been derived by Surti.    The present model stores the elec- 

tric field components in two separate arrays for greater 

accuracy. 

Define the following notations: 

B one-half the angle subtended at the axis by the 
gap between adjacent vanes. 

ip  =  one-half the pitch angle subtended by one vane 
and its adjacent gap, 

r   =  anode radius, a ' 

r   =  sole radius. s 

118- 
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Then   the   fields   G   (r,6)   and     GQ(r,0),   with   6   relative   to   a 

vane   at   0.   =   0,   are   given  by 

I 
k = l 

,k-l 

r 

2k (k+1)' 
cos  ki (E.3) 

and 

I,'« r\k-l       (rs-\2*(rY 
x v r -a'      v  a 

sin  k0     ,        (E.4) 

where 

2   sin   k 0^   sin  k 0^ 
 D b 

7Tk0rr  fl-(r  /r   ) 2kl 
G   aL s     a       J 

(E.5) 

Following Surti,   the coefficients f, have been derived by 

Fourier analysis of the electric field on the anode.  The 

field  (G ,G ) has zero divergence and curl to satisfy 

Maxwell's equations for a quasistatic field. 

In the model, 100 terms of the series suffice up to 

half way from the sole to the anode.  At greater radii, 500 

terms are used.  The fields are evaluated on a 41 x 41 mesh. 

Because of the symmetry in 0, only the fields for positive 

0 need to be stored.  The mesh covers values of 0 up to 2.5 

vanes distant  from the reference vanes, as trials show that 

the field components are less than six percent of their 

maximum values outside this range.  On the anode, the radial 

field is extrapolated linearly from the two nearest mesh 

points and the angular field is known exactly.  The local 
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field at position (r,0) is calculated for a given particle 

by area-weighting the contributions from the four nearest 

mesh points, treating the mesh as locally rectangular. 

The vane RF voltage V corresponding to RF power P is 

given by 

Vn =  /2Z~T  , (E.6) o      o 

where Z  is defined as the input impedance of the vane 

circuit.  The corresponding interaction impedance Z.   for 

the fundamental space harmonic is given by 

E2 RF 
Zint =  2g2P  ' (E'7;) 

where ERF is the fundamental space harmonic amplitude of the 

electric field on the circuit and 8 is the corresponding 

wavenumber. 

The wavenumber B is related to the vane period p and 

the phase shift $ per vane (as seen by the beam) by 

gp  •  <J>  . (E.8) 

Neglect the reentrancy of the structure, assume that the 

total electric field is uniform between the vane tips and 

perform a spatial Fourier analysis to relate the terms ERF 

19 and Vnr.  The result is Rr 

int     fsin <p/2   sin OK}>/2 | ,p Q. 

ZQ      V  */
2     a*/2 J ' 
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where a is the ratio (gap length) / (vane period), or 8/6,,, 

in the previous notation.  Then the RF space-harmonic 

amplitude VRp is given as 

VDn  =  /2Z.  P  . (E.10) 
RF        int *•    -* 

In Figs. E.l, E.2 and E.3, the total fields are compared 

with the analytical values for the fundamental space harmonic 

in rectangular coordinates.  The single space harmonic is 

used in the rectangular CFA program and the field expressions 

are given in Appendix A.  The numerical values correspond 

to the QKS 1842 tube with an anode radius of 9.708 mm and 

a sole radius of 7.748 mm.  All the vanes have the same 

voltage amplitude of 287 V (corresponding to an RF power of 

5.5 kW).  The voltage on successive vanes differs in phase 

by 133 degrees in the direction of wave motion as seen by 

the beam in the backward-wave tube.  Equivalently, the phase 

shift in the input-output direction is 47 degrees since the 

voltages on alternate vanes have opposite signs because of 

the strap connections. 

The single space harmonic is a good approximation at radii 

of 9.2 mm and less (Fig. E.l).  Closer to the anode, the exact 

field shows more rapid variations than the simple cosine 

curve (Fig. E.2).  Both fields are negligible throughout 

70 percent of the sever region (Fig. E.3). 
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